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Abstract

Anosov diffeomorphisms on closed manifolds form an important class of
dynamical systems characterized by global hyperbolic behaviour. These systems
exhibit sensitivity to initial conditions and are conjectured to have both a dense
set of periodic points and a dense forward orbit. In the sixties, Dmitri Anosov
proved that these systems are structurally stable, which is why they where
named after him.

The most elementary example of an Anosov diffeomorphism is Arnold’s cat
map, which is the diffeomorphism on the torus R2/Z2 induced by the matrix(

2 1
1 1

)
.

Similar examples can be constructed on all higher-dimensional tori. Stephen
Smale provided the first example of a non-toral Anosov diffeomorphism on the
quotient of a direct product of two Heisenberg groups by a suitable cocompact
lattice. Smale’s construction can be generalized to yield examples in the class
of infra-nilmanifolds, also known as almost-flat manifolds. However, not every
infra-nilmanifold admits an Anosov diffeomorphism.

A major unresolved problem in this field is the classification of all closed
manifolds that admit an Anosov diffeomorphism. A long-standing conjecture
states that such manifolds must be homeomorphic to infra-nilmanifolds. This
thesis focuses on addressing this problem within the class of (infra-)nilmanifolds,
where there are algebraic techniques at hand to decide whether a given manifold
can admit an Anosov diffeomorphism. This effectively transforms the problem
into a classification problem on rational nilpotent Lie algebras.

For abelian and free nilpotent Lie algebras, the problem has been resolved. A
significant portion of this thesis is devoted to extending these results to the
class of nilpotent partially commutative Lie algebras, which can be seen as an
interpolation between the abelian and free nilpotent cases. First, a classification
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vi ABSTRACT

of the rational forms of these Lie algebras is made using the theory of Galois
cohomology. Subsequently, a characterization of those forms corresponding
to a nilmanifold admitting an Anosov diffeomorphism is proven. The proof
combines Dirichlet’s unit theorem with the theory of linear algebraic groups
and the theory of partially commutative Lyndon words.

A closely related problem is determining which (nilpotent) partially commutative
groups possess the R∞-property, a notion originating from Nielsen fixed point
theory. To conclude the thesis, several results concerning this problem are
proven, and the relationship with abstract commensurability is explored.



Beknopte samenvatting

Anosov diffeomorfismen op gesloten variëteiten vormen een belangrijke klasse
van dynamische systemen, gekenmerkt door globaal hyperbolisch gedrag. Deze
systemen vertonen gevoeligheid voor beginvoorwaarden en men beweert dat ze
zowel een dichte verzameling van periodieke punten als een dichte voorwaartse
baan hebben. In de jaren zestig toonde Dmitri Anosov aan dat deze systemen
structureel stabiel zijn, wat de reden is dat ze naar hem vernoemd zijn.

Het meest fundamentele voorbeeld van een Anosov diffeomorfisme is ‘Arnold’s
cat map’, het diffeomorfisme op de torus R2/Z2 geïnduceerd door de matrix(

2 1
1 1

)
.

Gelijkaardige voorbeelden kunnen worden geconstrueerd op alle hoger-
dimensionale tori. Stephen Smale gaf het eerste voorbeeld van een Anosov
diffeomorfisme dat niet op een torus werkt, maar op het quotiënt van een direct
product van twee Heisenberg groepen met een goed gekozen cocompact rooster.
Smale’s constructie kan worden veralgemeend om voorbeelden te verkrijgen
in de klasse van infra-nilvariëteiten, ook bekend als bijna-platte variëteiten.
Echter, niet elke infra-nilvariëteit laat een Anosov diffeomorfisme toe.

Een onopgelost probleem tot op heden is het classificeren van alle gesloten
variëteiten die een Anosov diffeomorfisme toelaten. Er wordt beweerd dat
zulke variëteiten altijd homeomorf zijn aan een infra-nilvariëteit. Deze
thesis richt zich op dit probleem binnen de klasse van (infra-)nilvariëteiten,
waar algebraïsche technieken beschikbaar zijn om te bepalen of een Anosov
diffeomorfisme op een gegeven variëteit bestaat. Dit vertaalt het probleem naar
een classificatieprobleem van rationale nilpotente Lie-algebra’s.

Voor abelse en vrije nilpotente Lie-algebra’s is dit probleem reeds opgelost. Een
groot deel van deze thesis probeert deze resultaten uit te breiden naar de familie
van nilpotente partieel commutatieve Lie-algebra’s, die gezien kunnen worden
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als een interpolatie tussen het abelse en vrije nilpotente geval. Eerst wordt
een classificatie gemaakt van de rationale vormen van deze Lie-algebra’s met
behulp van de theorie van Galois cohomologie. Vervolgens bewijzen we een
karakterisatie van de rationale vormen die overeenkomen met een nilvariëteit die
een Anosov diffeomorfisme toelaat. Het bewijs combineert de eenhedenstelling
van Dirichlet met de theorie van lineair algebraïsche groepen en de theorie van
partieel commutatieve Lyndon woorden.

Een sterk gerelateerd probleem is het bepalen van welke (nilpotente) partieel
commutatieve groepen de R∞-eigenschap hebben, een eigenschap afkomstig van
Nielsen vastepuntstheorie. Om de thesis af te sluiten, worden enkele resultaten
hieromtrent aangetoond en wordt het verband met abstracte commensurabiliteit
verkend.
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of the lower central series
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A(G) The partially commutative group associated to the graph G

A(G, c) The c-step nilpotent partially commutative group associated to
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LK(G) The graded Lie algebra over K associated to the group G by
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Chapter 1

Introduction

1.1 Historical background

In 1687 Newton wrote down his law of gravity. Ever since, it has been of
great interest to mathematicians and physicists to describe the dynamics of the
solar system. The motion of two bodies under mutual gravitational forces is
well-understood. Introducing a third body, on the contrary, turned out to be
significantly more difficult. Given the positions and velocities of the bodies, it
is very hard to predict whether, over time, a collision will happen or one of the
bodies will be catapulted out of the system. This is known as the three body
problem. In 1890 Poincaré published his paper titled Sur le problème des trois
corps et les équations de la dynamique for which he won the King Oscar prize.
This was the beginning of a new mathematical domain now known as chaos
theory.

A fundamental idea of chaos theory is that even deterministic systems can be
hard to predict if the system is highly sensitive to initial conditions. Let us
formulate this in a precise way. A dynamical system is an action of R on a
smooth manifold M such that the defining map

Φ : R ×M → M : (t, p) 7→ t · p

is smooth. This action tells us how the system evolves in time, namely if the
system is in a state p ∈ M , then after a period of time t, the system is in state
t · p ∈ M . The action completely determines the behaviour of the system and
thus we call such a system deterministic.

1



2 INTRODUCTION

Assume that there is also a metric d present on the manifold M . We say that the
dynamical system is sensitive to initial conditions if there exists some constant
δ > 0 such that for any point x ∈ M and any neighborhood U of p, there exists
a point y ∈ U and a non-negative real number t ≥ 0 such that d(t · x, t · y) ≥ δ.
Intuitively, this means that there exist arbitrarily small changes in the initial
condition, which, over time, result in a change of behaviour of magnitude δ.

An important class of dynamical systems which exhibit this behaviour and in
some sense maximize it, are Anosov flows. These systems are characterized by
the fact that at each point p ∈ M , the tangent space TpM has a decomposition
into three components: a stable component Es, an unstable component Eu
and a one-dimensional component E0 in the direction of the flow of the system.
Varying the initial condition along the stable component gives trajectories which
converge exponentially over time, while varying the initial condition along the
unstable component gives trajectories which diverge exponentially over time.
This is illustrated in Figure 1.1 below. An important example of such a system
is the geodesic flow on a negatively curved manifold [AS67]. In the sixties,
Dmitri Anosov published several papers on the properties of these systems,
which is why they carry his name [Ano62] [Ano63] [Ano69]. One of the things
he proved is that Anosov flows are structurally stable, which means that small
perturbations of the system do not affect the topological dynamics of the system.

Figure 1.1: The behaviour of trajectories close to a fixed trajectory in an Anosov
flow. The dashed lines represent the trajectories.

Another important concept in dynamical systems is that of a Poincaré section.
This is a codimension one submanifold N ⊂ M with tangent space transversal
to the flow direction and such that any trajectory that starts at N intersects
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N again after moving some finite period of time both forwards and backwards.
The Poincaré section N is said to be global if any trajectory of the dynamical
system intersects N . When a global Poincaré section exists, the dynamics of
the system are completely determined by the iterations of a diffeomorphism
f : N → N called the Poincaré map. This diffeomorphism f is determined by
mapping a point p to t · p, where t > 0 is the smallest positive real number such
that t · p ∈ N .

Figure 1.2: Illustration of a global Poincaré section and the associated Poincaré
map.

This brings us to the protagonist of this thesis, the Anosov diffeomorphism.
Anosov diffeomorphisms are the Poincaré maps associated to Anosov flows
which admit a global Poincaré section. They are an interesting object of study
on their own, without the context of Anosov flows, and can be defined as follows.
Definition 1.1.1. A diffeomorphism f : M → M on a Riemannian manifold M
is said to be an Anosov diffeomorphism if there exists a df -invariant continuous
splitting of the tangent bundle TM = Eu ⊕Es and constants c > 0, λ > 1 such
that

∀v ∈ Eu : ∀k ∈ N : ∥dfkv∥ ≥ cλk∥v∥

∀v ∈ Es : ∀k ∈ N : ∥dfkv∥ ≤ 1
cλk

∥v∥.

For a more complete discussion on Anosov diffeomorphisms, their dynamics and
the relation with Anosov flows, we refer the reader to Chapter 3. In this thesis,
we will mainly be interested in Anosov diffeomorphisms on compact manifolds.
In this case, the definition does not depend on the choice of Riemannian metric.
The most fundamental and well-known example of an Anosov diffeomorphism
on a compact manifold is the diffeomorphism on the torus T 2 = R2/Z2 defined
by (

x
y

)
+ Z2 7→

(
2 1
1 1

)(
x
y

)
+ Z2.
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This map is known as Arnold’s cat map and is named after Russian
mathematician Vladimir Arnold who illustrated the behaviour of this map
by applying it to the image of a cat (see Figure 1.3 below).

Figure 1.3: A copy of Figure 1.17. from the monograph ‘Problèmes ergodiques
de la mécanique classique’ [AA67].

Similar examples can be constructed on all tori Tn = Rn/Zn for n ≥ 2. In 1966,
Anosov asked whether there exist non-toral examples of Anosov diffeomorphisms
on compact manifolds. In his survey on differentiable dynamical systems,
Stephen Smale answers this question positively by giving an explicit example
[Sma67]. In the same work, he asks the following more general question which
is also the title of this thesis.

Question 1.1.2. Which closed manifolds admit an Anosov diffeomorphism?

Smale’s example is constructed on the quotient of a direct product of two real
Heisenberg groups by a nicely chosen cocompact lattice. It is a special case
of a general construction on infra-nilmanifolds, which are quotients of simply
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connected nilpotent Lie groups by the action of an almost-Bieberbach group.
An extensive introduction to this class of manifolds is given in Chapter 2. The
following conjecture remains open until today.
Conjecture 1.1.3. All Anosov diffeomorphisms are topologically conjugate to
hyperbolic affine infra-nilmanifold automorphisms.

Several other classes of closed manifolds have been proven not to admit Anosov
diffeomorphisms, including: certain closed manifolds with a virtually polycyclic
fundamental group [Hir71], spheres and projective spaces [Shi73] and closed
negatively curved manifolds [Yan83], thus strengthening the above conjecture.
On the other hand, even if this conjecture turns out to be true, it does not give
a complete answer to Question 1.1.2, since not every infra-nilmanifold admits
an Anosov diffeomorphism. In fact, the existence is rather rare, which leads us
to the following question.
Question 1.1.4. Which (infra-)nilmanifolds admit an Anosov diffeomorphism?

There exist algebraic tools to check the admittance of an Anosov diffeomorphism
on infra-nilmanifolds. Let us state this characterization for the smaller class of
nilmanifolds as they will be the main focus throughout this thesis. A nilmanifold
is a quotient of a simply connected nilpotent Lie group N by a cocompact lattice
Γ. We write n for the real Lie algebra associated to N . By the work of Mal’cev
[Mal49a], any cocompact lattice Γ ≤ N corresponds to a rational Lie algebra
nQΓ which is a rational form of the Lie algebra n.
Theorem 1.1.5 ([Man74], [Dek01]). The nilmanifold N/Γ admits an Anosov
diffeomorphism if and only if the associated rational Lie algebra nQΓ admits an
automorphism which has a characteristic polynomial with integer coefficients,
has determinant equal to ±1 and has no eigenvalues of absolute value 1.

Automorphisms of a rational Lie algebra that satisfy the properties in the
above theorem will be called Anosov automorphisms. If a rational Lie algebra
admits an Anosov automorphism, we say it is an Anosov Lie algebra. The
above theorem is the beginning of a research program focussed on the following
questions.
Question 1.1.6. Given a real (or complex) Lie algebra, what are its rational
forms up to isomorphism? Which of those rational forms admit an Anosov
automorphism? Which real Lie algebras admit at least one rational form which
has an Anosov automorphism?

A classification of rational Anosov Lie algebras up to dimension eight was
completed in [LW09]. For some classes of Lie algebras, the answer to the above
questions is known.
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Abelian Lie algebras have only one rational form, up to isomorphism. This
rational form is Anosov if and only if the dimension is at least two, which
corresponds with the existence of Anosov diffeomorphisms on tori. More general,
if an Anosov Lie algebra has a non-trivial abelian factor, this factor must have
dimension at least two [LW08].

For free nilpotent Lie algebras, there is again only one rational form, up to
isomorphism, and it is Anosov if and only if the nilpotency class is strictly less
than the rank [DV09].

In [DM05] the standard rational form of a 2-step nilpotent Lie algebra associated
to a graph was considered and the admittance of an Anosov automorphism
on this form was characterized through properties of the graph. One of the
main results of this thesis is a generalization of this result in two directions: all
rational forms are considered (contrary to only the standard one) and higher
nilpotency classes are allowed. Lie algebras associated to a graph are part of a
more general theme in algebra known as partially commutative structures, to
which we give an introduction in Chapter 4.

1.2 Overview of the main results

As we try to understand which rational Lie algebras admit an Anosov
automorphism, it is important to find relations with other Lie algebra properties.
Such a property of interest is the existence of a positive grading. All low
dimensional examples of Anosov Lie algebras exhibit a positive grading, thus
raising the question whether this holds in general. J. Deré answered this question
negatively by giving the first example of a rational Lie algebra which admits an
Anosov automorphism, but which does not admit a positive grading [Der17].
The dimension of the example, however, is high and not explicitly known due
to the method of construction. The first main result of this thesis, which can
be found in Section 6.5, is a concrete example of such a Lie algebra which is of
minimal dimension, proving the following theorem.

Theorem A. There exists a rational Lie algebra of dimension 12 which admits
an Anosov automorphism, but which is not positively graded and this is the
smallest possible dimension for such an example.

As a tool for proving the above theorem, we show the following result in the
preceding Section 6.4 on decompositions of Anosov Lie algebras, which is also
of interest on its own.
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Theorem B. Let n be a rational nilpotent Lie algebra with a decomposition

n = a ⊕ g1 ⊕ . . .⊕ gk

into non-abelian indecomposable ideals gi and an abelian ideal a. The Lie algebra
n is Anosov if and only if dim(a) ̸= 1 and gi is Anosov for all i ∈ {1, . . . , k}.

A second and substantial part of this thesis is devoted to answering Question
1.1.6 within the class of free nilpotent partially commutative Lie algebras. These
Lie algebras are defined using a simple undirected graph G = (V,E). First, one
defines the free partially commutative Lie algebra by the presentation

gK(G) = ⟨V | [v, w] = 0; {v, w} /∈ E⟩ ,

where K denotes the base field. The c-step nilpotent partially commutative Lie
algebra is then obtained by taking the quotient with the (c+ 1)-th ideal of the
lower central series:

nK(G, c) = gK(G)/γc+1(gK(G)).

To classify the rational forms of nC(G, c), we define a quotient graph G from the
graph G. The vertex set of G is the set of coherent components of G which we
write as ΛG and is a partition of the vertices of G. The classification is proven
in Section 5.6 by use of Galois cohomolgy and can be formulated as follows.

Theorem C. The rational forms of nC(G, c), up to isomorphism, are in one-
to-one correspondence with faithful actions of finite Galois groups Gal(L/Q) on
the quotient graph G, up to conjugacy of actions.

Next, in Section 6.6, we use this classification result to determine which rational
forms admit an Anosov automorphism. To formulate the result we define for any
action ρ : Gal(L/Q) → Aut(G) a function zρ : ΛG → {1/2, 1} which takes the
value 1 on the orbits containing a fixed point under the action of the complex
conjugation automorphism and 1/2 otherwise.

Theorem D. Let ρ : Gal(L/Q) → Aut(G) be a faithful action of a finite
Galois group and τ ∈ Gal(L/Q) the complex conjugation automorphism. The
corresponding rational form of nC(G, c) admits an Anosov automorphism if and
only if for any non-empty connected subset A ⊂ ΛG such that ρτ (A) ∪ A is
ρ-invariant, it holds that

c <
∑

λ∈A∪ρτ (A)

zρ(λ) · |λ|.
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The study of Anosov automorphisms on rational Lie algebras is one where
eigenvalues play an important role. In particular, we do not allow eigenvalues
of absolute value 1. A related problem is that of determining which groups have
the R∞-property, a property related to fixed points of self homeomorphisms of
topological spaces. In particular, for cocompact lattices in nilpotent Lie groups,
proving that such a group has the R∞-property boils down to proving that any
induced automorphism on the Lie algebra has an eigenvalue equal to 1. In the
last part of this thesis, results on the R∞-property are proven using techniques
developed in our study of Anosov automorphisms on partially commutative Lie
algebras.

Analogous to Lie algebras, one defines the partially commutative group
associated to the graph G by the group presentation

A(G) = ⟨V | [v, w] = 1; {v, w} /∈ E⟩ .

These groups are better known as right-angled Artin groups. The c-step nilpotent
partially commutative group is defined as

A(G, c) = A(G)/γc+1(G).

By a result from [GW09], a group G has the R∞-property if G/γi(G) has
the R∞-property for some positive integer i. This motivates the definition of
the R∞-nilpotency index of a group G as the smallest positive integer c such
that G/γc+1(G) has the R∞-property. In Section 7.2, we introduce numbers
ξ(G),Ξ(G) associated to a graph G and prove the following theorem.

Theorem E. Every non-abelian right-angled Artin group A(G) has the R∞-
property with R∞-nilpotency index c satisfying

ξ(G) ≤ c ≤ Ξ(G).

By Theorem 1.1.5, the existence of an Anosov diffeomorphism on a nilmanifold
N/Γ depends only on the abstract commensurability class of the lattice Γ.
Concerning the R∞-property for finitely generated torsion-free nilpotent groups,
one can similarly ask whether it is an abstract commensurability invariant. In
Section 7.3 we answer this question negatively and prove the following theorem.

Theorem F. There exist finitely generated torsion-free nilpotent groups G,H
that are abstractly commensurable and such that G has the R∞-property, but H
does not have the R∞-property.



Chapter 2

Infra-nilmanifolds

In this chapter we introduce a class of manifolds that will be used throughout
this thesis. They can be characterized both in a geometric way and in an
algebraic way. To state the geometric characterizations, we need some basic
notions from Riemannian geometry of which we give a brief overview in the
first section. For a more thorough introduction to Riemannian geometry, we
refer the reader to [dC92]. The discussion on the algebraic characterization of
these manifolds is mainly based on [Dek18] and [Dek96].

2.1 Preliminaries from Riemannian geometry

All manifolds in this thesis are assumed to be Hausdorff, second countable and
smooth. We write X(M) for the vector space of smooth vector fields on M .

Definition 2.1.1. A Riemannian manifold is a manifold M equipped with
for each p ∈ M an inner product gp : TpM × TpM → R such that for any
X,Y ∈ X(M) the assignment p 7→ gp(Xp, Yp) is a smooth map on M . The map
g is called a Riemannian metric on M .

The term ‘metric’ refers to the fact that g induces a distance between points on
M . For any smooth curve γ : [0, 1] → M one defines its length with respect to
g as

l(γ) :=
∫ 1

0

√
gγ(t)(γ′(t), γ′(t))dt.

9
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For any p, q ∈ M the distance between p and q is defined as

d(p, q) := inf {l(γ) | γ : [0, 1] → M is smooth, γ(0) = p, γ(1) = q} .

This distance function turns M into a metric space.

Definition 2.1.2. The diameter of a Riemannian manifold (M, g) is defined
as the supremum of all distances between points on M

d(M, g) = sup{d(p, q) | p, q ∈ M}.

Note that we allow the diameter to be possibly infinite. For compact Riemannian
manifolds, the diameter is always finite.

Let (M, g) be a Riemannian manifold. There exists a unique bilinear map

∇ : X(M) × X(M) → X(M) : (X,Y ) 7→ ∇XY

which satisfies for any X,Y, Z ∈ X(M) the Koszul identity:

2g(∇XY, Z) = X(g(Y,Z)) + Y (g(X,Z)) − Z(g(X,Y ))

− g([Y,X], Z) − g([X,Z], Y ) − g([Y,Z], X).

This map ∇ is called the Levi-Civita connection on (M, g). The term ‘connection’
comes from the fact that it gives us a way of identifying the tangent spaces
Tγ(t)M along a smooth curve γ in the manifold. In particular it allows one to
differentiate a vector field along a curve. The following object that we define
measures in some sense the commutativity of the Levi-Civita connection.

Definition 2.1.3. Let (M, g) be a Riemannian manifold with Levi-Civita
connection ∇. The Riemann curvature tensor is defined as the multilinear map

R : X(M)3 → X(M) : (X,Y, Z) 7→ ∇X∇Y Z − ∇Y ∇XZ − ∇[X,Y ]Z.

The term ‘tensor’ refers to the fact that R can be evaluated in tangent vectors
at a point in the manifold. More specific, for any point p ∈ M and any vector
fields X1, X2, X3, Y1, Y2, Y3 ∈ X(M) with Xi(p) = Yi(p) for all i ∈ {1, . . . , 3} it
holds that R(X1, X2, X3)p = R(Y1, Y2, Y3)p. The expression R(u, v, w) for any
p ∈ M and u, v, w ∈ TpM thus has a well-defined value in TpM .

Definition 2.1.4. Let (M, g) be a Riemannian manifold with Riemann
curvature tensor R. For any point p ∈ M and plane π ⊂ TpM one defines the
sectional curvature of π as

K(π) = gp(R(u, v, v), u)

where u, v is any orthonormal basis for π.
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Remark 2.1.5. Let g be a Riemannian metric on a manifold M and λ > 0
a real constant. One can define a new metric g̃ on M by letting g̃p = λgp for
any p ∈ M . The Levi-Civita connection, Riemann curvature tensor, sectional
curvature and diameter of the two metrics can be related as follows:

∇̃ = ∇, R̃ = R, K̃ = 1
λ
K, d(M, g̃) =

√
λ d(M, g).

2.2 Flat manifolds

We start the discussion with the class of flat manifolds. Since the goal of
this thesis is to determine the existence of Anosov diffeomorphisms on closed
manifolds, we will mostly be interested in the closed flat manifolds. As the
name suggests, the definition of a flat manifold is a geometric one. In the closed
case we will show that the definition can be made purely algebraic.

Definition 2.2.1. A Riemannian manifold (M, g) is called a space form if it
has constant sectional curvature. If in addition the sectional curvature is zero,
we call the manifold flat.

A first step in trying to understand the space forms (or the flat manifolds in
particular) is by determining what their universal cover looks like. Recall that
if p : M̃ → M is a covering projection between manifolds and g is a Riemannian
metric on M , then there exists a unique Riemannian metric g̃ on M̃ such that
p : (M̃, g̃) → (M, g) is a local isometry. As a consequence, the universal cover
of a Riemannian manifold automatically carries a Riemannian structure as well.
Since the metric on the covering space is locally isometric to the metric on
the base space, it follows that the universal cover of a space form is again a
space form. In particular, the universal cover of a flat manifold is again a flat
manifold.

Example 2.2.2. There are three standard examples of simply connected space
forms:

1. n-dimensional Euclidean space Rn with metric at x ∈ Rn given by

gx(v, w) = ⟨v, w⟩

for any tangent vectors v, w ∈ TxRn ∼= Rn and where ⟨·, ·⟩ denotes the
standard inner product on Rn. The sectional curvature of Rn is equal to
zero and thus Rn is a flat manifold.

2. The n-dimensional sphere Sn(R) = {(x1, . . . , xn+1) ∈ Rn+1 | x2
1 + . . . +

x2
n+1 = R2} of radius R. It has a natural embedding i : Sn(R) ↪→ Rn+1 :
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x 7→ x. The metric on Sn(R) can then be defined for all x ∈ Sn(R) and
v, w ∈ TxS

n(R) by
gx(v, w) = ⟨di(v),di(w)⟩,

where ⟨·, ·⟩ is the standard inner product on Rn+1 ∼= Ti(x)Rn+1. The
sectional curvature of Sn(R) is equal to 1/R2.

3. n-dimensional hyperbolic space Hn = {(x1, . . . , xn) ∈ Rn | x1 > 0} with
metric at x = (x1, . . . , xn) given by

gx(v, w) = 1
x2

1
⟨v, w⟩

for any tangent vectors v, w ∈ TpHn ∼= Rn. The sectional curvature of
Hn is equal to −1. By Remark 2.1.5, we can rescale this metric with the
positive constant R2 > 0 to obtain a Riemannian manifold Hn(R) with
constant negative sectional curvature −1/R2.

In [Hop26][Kil91] Killing and Hopf proved that, up to isometry, Sn, Rn and Hn
are also the only possible simply connected space forms within the class of the
complete manifolds. Recall that a metric space is called complete if any Cauchy
sequence converges.

Theorem 2.2.3 (Killing-Hopf). Let (M, g) be an n-dimensional complete space
form and let K denote the (constant) sectional curvature of M .

1. If K > 0, then the universal cover of M is Sn(R), where R = 1/
√
K.

2. If K = 0, then the universal cover of M is Rn.

3. If K < 0, then the universal cover of M is Hn(R), where R = 1/
√

−K.

Note that a closed (or compact) Riemannian manifold is always complete. Thus
given an n-dimensional closed flat manifold (M, g), we know that its universal
cover is Euclidean space Rn and we have a covering projection p : Rn → M ,
which is a local isometry. Let φ ∈ Diff(Rn) be a covering transformation of
p : Rn → M , i.e. φ ◦ p = p. Let g̃ denote the Euclidean metric on Rn. Then we
have for any x ∈ Rn and v, w ∈ TpRn:

g̃φ(x)(dφv,dφw) = gp(φ(x))(dp dφv,dp dφw)

= gp(x)(dp v,dpw)

= g̃x(v, w).
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As a consequence φ is an isometry of Rn. If we let Γ denote the group of all
covering transformations or Deck transformations of p : Rn → M , then this
exactly means that Γ is a subgroup of Iso(Rn). Note that the isometry group
of Rn can be written as a semi-direct product

Iso(Rn) ∼= Rn ⋊ On(R)

where an element (b, A) of the semi-direct product Rn ⋊ On(R) corresponds to
the isometry of Rn which sends x to Ax+ b for all x ∈ Rn. Equivalently, we
can say that Iso(Rn) fits in the short exact sequence

1 −→ Rn t−→ Iso(Rn) r−→ On(R) −→ 1 (2.1)

where for any b ∈ Rn, the isometry t(b) : Rn → Rn : x 7→ x+ b is the translation
over b and for any isometry f ∈ Iso(Rn), the linear map r(f) : Rn → Rn :
x 7→ f(x) − f(0) is the linear part of f . Analogously, we can define the Affine
transformation group Aff(Rn) of Rn as the semi-direct product Rn ⋊ GLn(R)
and get a short exact sequence

1 −→ Rn t−→ Aff(Rn) r−→ GLn(R) −→ 1.

Note that Iso(Rn) is a subgroup of Aff(Rn).

If we endow Rn, On(R) and GLn(Rn) with their usual smooth structure then
the smooth product structure on Rn ⋊ On(R) and Rn ⋊ GLn(R) turns Iso(Rn)
and Aff(Rn) into Lie groups.

2.2.1 Crystallographic and Bieberbach groups

In crystallography, the group Iso(Rn) plays a central role since the symmetries
of a crystal form a subgroup of Iso(Rn). The following definition makes this
concrete. Let us recall that a subgroup H of a topological group G is called
discrete if the subspace topology on H inherited from G is the discrete topology
and is called cocompact if the space of left cosets G/H is compact for the
quotient topology. A group is called torsion-free if there are no elements with
finite order except for the neutral element.

Definition 2.2.4. A subgroup Γ of Iso(Rn) is called a crystallographic group
if it is discrete and cocompact. If in addition Γ is torsion-free, we call Γ a
Bieberbach group.

The dimension of a crystallographic or Bieberbach group is defined as the
dimension n of the Euclidean space Rn that it acts on. The two-dimensional
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crystallographic groups are sometimes referred to as the ‘wallpaper groups’
whereas the three-dimensional crystallographic groups are sometimes referred
to as the ‘space groups’.

Example 2.2.5. Let us give some examples of crystallographic and Bieberbach
groups. Recall that for any b ∈ Rn, t(b) : Rn → Rn : x 7→ x + b denotes the
translation over b.

1. The subgroup {t(b) | b ∈ Zn} of Iso(Rn) consisting of all integer
translations is a Bieberbach group. This group is clearly free abelian of
rank n.

2. Consider the subgroup of Iso(R2) ∼= R2 ⋊ O2(R) generated by((
1
0

)
,

(
1 0
0 −1

))
and t

(
0
1

)
.

This is a Bieberbach group. It is isomorphic to the fundamental group of
the Klein bottle, which is no coincidence as we will see. It can also be
seen as the group of symmetries of the pattern drawn in Figure 2.1a. This
group and the free abelian group of rank two exhibit all the Bieberbach
groups of dimension two, up to isomorphism.

3. Consider the subgroup of Iso(R2) ∼= R2 ⋊ O2(R) generated by((
0
0

)
,

(
−1 0
0 −1

))
, t

(
1
0

)
and t

(
0
1

)
.

This is an example of a crystallographic group which is not a Bieberbach
group. Indeed, the first generator has order two, thus implying the group
is not torsion-free. The group can also be seen as the symmetries of
the pattern drawn in Figure 2.1b. In total, there are 17 crystallographic
groups of dimension 2, up to isomorphism.

4. Consider the subgroup of Iso(R3) generated by the elements−1 0 0
0 −1 0
0 0 1

 ,

1/2
1/2
1/2

 and

1 0 0
0 −1 0
0 0 −1

 ,

1/2
0
0

 .

This is a Bieberbach group of dimension 3. In total there are, up to
isomorphism, 10 Bieberbach groups of dimension 3.
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(a) The herringbone pattern. (b) The pattern of a wire fence.

Figure 2.1: Some patterns in the plane giving rise to crystallographic groups.

Note how the crystallographic group from Example 2.2.5.3 has an element which
leaves the origin of R2 fixed, while the Bieberbach group from Example 2.2.5.2
has no elements with fixed points except for the identity. It turns out this is
exactly what characterises the Bieberbach groups within the crystallographic
groups. To make this more concrete, let us recall some definitions regarding
group actions.

Definition 2.2.6. Let G be a group acting on a set X and let us write this action
with g·x for any g ∈ G and x ∈ X. IfG is a topological group andX a topological
space, we say the action is continuous if the map G×X → X : (g, x) 7→ g · x is
continuous. Moreover we say the action is:

(i) properly discontinuous if for any compact subset K ⊆ X the set

{g ∈ G | K ∩ g ·K ̸= ∅}

is finite,

(ii) cocompact if the quotient space G
∖
X is compact and

(iii) free if for any g ∈ G, x ∈ X, it holds that g · x implies g is equal to the
neutral element of G.

Note that Iso(Rn) is a topological group since it satisfies the stronger condition
of a Lie group and thus any subgroup of Iso(Rn) is a topological group with
the subspace topology. Subgroups of Iso(Rn) naturally act on Rn and as one
can check these actions are continuous. The following proposition now gives us
characterizations of crystallographic groups and Bieberbach groups in terms of
the action on Rn.
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Proposition 2.2.7. Let Γ be a subgroup of Iso(Rn), then

(i) Γ is a discrete subgroup of Iso(Rn) if and only if Γ acts properly
discontinuously on Rn,

(ii) Γ is a cocompact subgroup of Iso(Rn) if and only if Γ acts cocompactly on
Rn,

(iii) if Γ is a discrete subgroup, it is torsion-free if and only if Γ acts freely on
Rn.

Proof. We will only prove part (iii). Let Γ be a discrete subgroup of Iso(Rn)
and first assume Γ is torsion-free. Say we have γ ∈ Γ and x ∈ Rn such that
γ · x = x or equivalently γ(x) = x. Let us write γ = (b, A) with b ∈ Rn and
A ∈ On(R). Then consider the element γ̃ = t(x)−1 ◦γ ◦ t(x). Note that γ̃(0) = 0
and thus that γ̃ ∈ {0} × On(Rn) which is a compact subgroup of Rn ⋊ On(Rn).
As a consequence, the discrete subgroup generated by γ̃ must be finite. Thus
there exists an integer n ∈ Z such that γ̃n = 1 which in turn implies as well
that γn = 1. Since Γ was assumed to be torsion-free, it follows that γ = 1. This
proves that Γ acts freely on Rn.

Conversely, assume Γ acts freely on Rn and let γ be an element of finite order
in Γ, say n. Then define

x :=
n−1∑
i=0

1
n
γi(0).

As one can check, we now have that γ(x) = x or equivalently γ · x = x. Since
we assumed that the action was free, it follows that γ = 1. This proves that Γ
is torsion-free.

The Bieberbach theorems. In 1911-1912, Ludwig Bieberbach published
two papers with title ‘Über die Bewegungsgruppen der Euklidischen Räume’
[Bie11][Bie12], in which he proved three important theorems about the structure
of crystallographic groups. In this paragraph, we state these theorems. Recall
the notation of the group morphisms r and t from equation (2.1).

Theorem 2.2.8 (First Bieberbach). Let Γ ⊆ Iso(Rn) be a crystallographic
group of dimension n. Then r(Γ) is a finite group and Γ∩ t(Rn) is a free abelian
group of rank n.

The subgroup Γ ∩ t(Rn) will be called the subgroup of pure translations and the
group r(Γ) the holonomy group. We have a couple of observations about the
subgroup of pure translations.
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• First, note that it is normal in Γ. This follows from the more general fact
that t(Rn) is normal in Iso(Rn).

• Second, it is a maximal abelian subgroup of Γ, i.e. it is not strictly
contained in another abelian subgroup of Γ. Indeed, assume γ = (b, A) is
an element in Γ which commutes with every element of t(Rn) ∩ Γ. Since
t(Rn) ∩ Γ is free abelian of rank n, there exists a basis v1, . . . , vn of Rn
such that the image of this basis under t is a basis for t(Rn) ∩ Γ as a
Z-module. The commutation relations

1 = [γ, t(vi)] = γ t(vi) γ−1 t(vi)−1 = t
(
(A− I)vi

)
for all 1 ≤ i ≤ n imply that A is equal to the identity I. This shows that
γ ∈ t(Rn) ∩ Γ and thus that t(Rn) ∩ Γ is indeed maximal abelian in Γ.

• Third, it is the only subgroup of Γ which is both normal and maximal
abelian. Indeed, assume S is a normal abelian subgroup of Γ and let
γ = (b, A) be an element of S. Let v1, . . . , vn be the basis of Rn as above.
From the normality of S, it follows that [γ, t(vi)] lies in S. Since S is also
abelian, we have for all 1 ≤ i ≤ n, the commutation relations

1 = [γ, [γ, t(vi)]] = t
(
(A− I)2vi

)
which implies that (A − I)2 = 0. Using that A ∈ On(R), we can from
this deduce that A = I and thus that γ ∈ t(Rn) ∩ Γ. This shows that
S ⊂ t(Rn) ∩ Γ and thus that the subgroup of pure translations is indeed
the only normal and maximal abelian subgroup of Γ. As a consequence
we also have that it is a characteristic subgroup of Γ, i.e. it is preserved
under any automorphism of Γ.

The first Bieberbach theorem thus implies that every crystallographic group
has a (unique) normal torsion-free maximal abelian subgroup of finite index.
Due to Zassenhauss [Zas48], we know this is also a sufficient condition for an
abstract group to be isomorphic to a crystallographic group. This is captured
in the following theorem with the use of short exact sequences.

Theorem 2.2.9 (Zassenhauss). A group Γ is isomorphic to a crystallographic
group of dimension n if and only if it fits into a short exact sequence

1 i−→ Zn −→ Γ −→ F −→ 1

where i(Z) is maximal abelian in Γ and F is a finite group.

Now let us state the second Bieberbach theorem, which tells us what an
isomorphism between two crystallographic groups in Iso(Rn) looks like.
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Theorem 2.2.10 (Second Bieberbach). Let Γ, Γ′ ⊆ Iso(Rn) be crystallographic
groups of dimension n. Let f : Γ → Γ′ be a group isomorphism. Then there exists
an element α ∈ Aff(Rn) such that for all γ ∈ Γ it holds that f(γ) = αγα−1. In
other words, every isomorphism between crystallographic groups can be realized
as an affine transformation of coordinates.

Note that two crystallographic groups of different dimensions can never be
isomorphic as abstract groups. Indeed, as discussed above, a crystallographic
group has a unique normal maximal abelian subgroup which is free abelian of
rank equal to the dimension of the crystallographic group. If two crystallographic
groups are isomorphic, then their normal maximal abelian subgroups must be
isomorphic and thus they must have the same dimension.

At last, we state the third Bieberbach theorem.
Theorem 2.2.11 (Third Bieberbach). Given n, there are, up to isomorphism,
only finitely many crystallographic subgroups of Iso(Rn).

In low dimensions, the number of crystallographic and Bieberbach groups up
to isomorphism have been calculated [BBN+78] [PS00] [CS01]. These numbers
are given in Table 2.1.

dimension crystallographic Bieberbach
1 2 1
2 17 2
3 219 10
4 4 783 74
5 222 018 1 060
6 28 927 922 38 746

Table 2.1: The number of crystallographic groups and Bieberbach groups in
low dimensions.

2.2.2 Algebraic characterization of flat manifolds

Let (M, g) be a closed flat manifold. As discussed before, its universal cover
is given by n-dimensional Euclidean space Rn and the group of covering
transformations Γ, is a subgroup of Iso(Rn). In general, the group of covering
transformation of a covering projection acts properly continuous and freely
on the cover if we assume the spaces to be connected, locally connected and
locally compact. Using Proposition 2.2.7 we thus immediately find that Γ is a
Bieberbach group. This proves the following theorem which gives an algebraic
characterisation of closed flat manifolds.
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Theorem 2.2.12. If (M, g) is an n-dimensional closed flat manifold, then
there exists a Bieberbach group Γ ⊂ Rn such that (M, g) is isometric to Γ\Rn
and the fundamental group of M is isomorphic to Γ.

Using the above theorem, we can now give geometric interpretations to the
Bieberbach theorems, but in order to do so we need the notion of an affine
equivalence between Riemannian manifolds.

Definition 2.2.13. Let (M, g) and (N, g̃) be Riemannian manifolds with Levi-
Civita connections ∇ and ∇̃, respectively. A diffeomorphism f : M → N is
called an affine equivalence if ∇ = f∗∇̃ where f∗∇̃ is the pull-back of ∇̃ along
f . In case such a diffeomorphism exists, we say (M, g) and (N, g̃) are affinely
equivalent.

Theorem 2.2.14 (Geometric Bieberbach). Let (M, g) and (N, g̃) be n-
dimensional closed flat manifolds. Then the following hold:

(i) M is covered by a flat n-dimensional torus and the covering projection is
a local isometry.

(ii) The fundamental groups of M and N are isomorphic if and only if M
and N are affinely equivalent.

(iii) Up to affine equivalence, there are only finitely many flat manifolds in
each dimension.

Proof. For (i), there exists by Theorem 2.2.12 a Bieberbach group Γ ⊂ Iso(Rn)
such that M is isometric to Γ\Rn. As one can check, the quotient map
p : Γ ∩ t(Rn)\Rn → Γ\Rn is a covering projection and also a local isometry.
The first Bieberbach theorem now exactly tells us that p has finite fibers and
that Γ ∩ t(Rn)\Rn is isometric to a flat torus.

For (ii), note that the ‘if’ direction is trivial since a diffeomorphism between
manifolds induces an isomorphism between their fundamental groups. For the
‘only if’ direction, let Γ, Γ̃ ⊂ Iso(Rn) be Bieberbach groups such that M and N
are isometric to Γ\Rn and Γ̃\Rn, respectively. Since Γ and Γ̃ are isomorphic
to the fundamental groups of M and N , respectively, the assumption gives us
an isomorphism F : Γ → Γ̃. By the second Bieberbach theorem, there exists
an α ∈ Aff(Rn) such that F (γ) = αγα−1 for all γ ∈ Γ. As one can check, the
affine map α : Rn → Rn induces a map α : Γ\Rn → Γ̃\Rn : Γ · x 7→ Γ · α(x)
which is in fact an affine equivalence.

For (iii), combine the third Bieberbach theorem with part (ii).
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Remark 2.2.15. Note that we cannot expect part (iii) of the above theorem to
hold up to isometry. Indeed, for any closed flat manifold (M, g) and any positive
real constant λ > 0, the manifold (M,λg) is also flat, but is not isometric
to (M, g) if λ ̸= 1. Indeed they would have different diameters. Note that
this diameter is finite since the manifolds are assumed to be compact. This
shows that there are infinitely many non isometric closed flat manifolds in each
dimension.

Note that part (ii) of Theorem 2.2.14 implies that in the class of closed flat
manifolds the notions ‘homeomorphic’, ‘isomorphic fundamental group’ and
‘affinely equivalent’ are interchangeable. In Table 2.1 we can thus read under
Bieberbach groups, the number of closed flat manifolds in low dimensions, up
to homeomorphism. In dimension one, there is in the first place only one closed
smooth manifold, which is the circle. In dimension two, we find two manifolds,
namely the torus and the Klein bottle.

Figure 2.2: Up to homeomorphism, there are only two closed flat manifolds in
dimension two: the torus (left) and the Klein-bottle (right).

2.3 Almost-flat manifolds

Definition 2.3.1. Let (M, g) be a Riemannian manifold with finite diameter.
We say the metric g is ϵ-flat if its sectional curvature is bounded in terms of
the diameter by

|K(v, w)| ≤ ϵ

d(M, g)2

for any unit tangent vectors v, w ∈ TpM and any p ∈ M . A compact manifold
is called almost flat if it admits ϵ-flat metrics for ϵ > 0 arbitrarily small.

Note that the definition of a flat manifold is one on differentiable manifolds and
not on Riemannian manifolds.

Remark 2.3.2. Note that being ϵ-flat is independent of scaling the metric
with a constant. Indeed, let g be a Riemannian metric on a manifold M , λ > 0
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a real constant and define a new metric g̃ on M by letting g̃p = λgp for any
p ∈ M . By Remark 2.1.5 we have that

|K̃(v, w)| · d(M, g̃)2 = 1
|λ|

· |K(v, w)| ·
√
λ

2
· d(M, g)2 = |K(v, w)| · d(M, g)2.

This implies that g is ϵ-flat if and only if g̃ is ϵ-flat.

Every manifold that admits a flat metric is also an almost-flat manifold. As a
consequence, for any Bieberbach group Γ ≤ Iso(Rn), we have that Γ\Rn is an
almost-flat manifold. As we will see later on, the simplest example of an almost-
flat manifold that does not admit a flat metric is the quotient H(Z)\H(R) (see
Example 2.3.4 below). The key difference between Γ\Rn and H(Z)\H(R) is
that Rn is an abelian Lie group and H(R) is not. The group H(R) is, however,
nilpotent and this will turn out to be necessary as well.

2.3.1 Torsion-free finitely generated nilpotent groups

In what follows we give an overview of some results due to Mal’cev, which help
describe the lattices in simply connected nilpotent Lie groups. First, for sake of
completeness, let us recall the definition of a nilpotent group.

Definition 2.3.3. A group N is called nilpotent if it has a central series of
finite length, i.e. a finite sequence of subgroups of N :

{1} = N0 ⊴ N1 ⊴ . . . ⊴ Nn−1 ⊴ Nn = N

such that for all 1 ≤ i ≤ n we have [N,Ni] ≤ Ni−1. The smallest possible
length n for a central series of a nilpotent group N will be called the nilpotency
class of N and is denoted by c. We also say that N is c-step nilpotent.

Note that in a central series, for all 1 ≤ i ≤ n it holds that [N,Ni] ≤ Ni−1 ≤ Ni
and thus that Ni is normal in N . As a consequence, we can equivalently
characterize a central series as a sequence {1} = N0 ⊴ N1 ⊴ . . . ⊴ Nn−1 ⊴
Nn = N of normal subgroups of N such that Ni/Ni−1 ≤ Z(Ni/Ni−1) for all
1 ≤ i ≤ n.

Example 2.3.4. Let us give some examples of nilpotent groups.

1. Every abelian group A is 1-step nilpotent since it has a trivial central
series {1} = A0 ◁ A1 = A.
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2. Let R be a commutative ring with 1. The multiplicative group of upper
triangular matrices with coefficients in R and 1’s on the diagonal:

UTn(R) =




1 r12 r13 · · · r1n
0 1 r23 · · · r2n
... . . . . . . . . . ...
0 · · · 0 1 rn−1n
0 · · · 0 0 1



∣∣∣∣∣∣∣∣∣∣∣
rij ∈ R, 1 ≤ i < j ≤ n


is nilpotent of class n− 1. As a consequence, every subgroup of UTn(R)
is nilpotent of class at most n − 1. In the special case where n = 3 we
call this group the Heisenberg group (with entries in R) and write it as
H(R) := UT3(R). Note that the group UTn(R) is torsion-free if R is an
integral domain of characteristic 0. From this it follows that any subgroup
of UTn(Z) is torsion-free. Moreover, since UTn(Z) is finitely generated
and nilpotent, it follows that any of its subgroups are finitely generated as
well [Seg83, Ch. 1, Prop. 4]. We thus have that any subgroup of UTn(Z)
is a finitely generated torsion-free nilpotent group (of class at most n− 1).

3. As a special case of the previous examples, consider for any positive integer
n > 0 the following subgroup of the integral Heisenberg group H(Z):

Hn(Z) =


1 na c

0 1 b
0 0 1

 ∣∣∣∣∣∣ a, b, c ∈ Z

 .

These groups are two-step nilpotent and pairwise non-isomorphic for
different positive integers n. For n = 1, we recover the Heisenberg group
H(Z).

Now suppose N is a finitely generated torsion-free nilpotent group. It will be
very useful to consider a central series for which all the quotients Ni+1/Ni are
torsion-free as well. This is the case for the so called upper central series

{1} = Z0(N) ⊴ Z1(N) ⊴ . . . ⊴ Zc−1(N) ⊴ Zc(N) = N

defined inductively by Ni/Ni−1 = Z(N/Ni−1). Intuitively, it is the central
series which grows fastest. To see the quotients are torsion-free, note that the
quotient of a torsion-free nilpotent group by its centre is still torsion-free [Seg83,
Ch. 1, Cor. 5].

Dual to the upper central series, we can also consider the lower central series,

N = γ1(N) ⊵ γ2(N) ⊵ . . . ⊵ γc(N) ⊵ γc+1(N) = {1}
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defined inductively by γi+1(N) = [N, γi(N)]. Intuitively, this is the fastest
shrinking central series. Note that both the upper and lower central series of a
nilpotent group N have length equal to the nilpotency class of N . In contrary
to the upper central series, the quotients γi+1(N)/γi(N) of the lower central
series of a finitely generated torsion-free nilpotent group N , are not generally
torsion-free. To illustrate this, consider the groups Hn(Z) from Example 2.3.4.
Their commutator subgroup is given by

γ2(Hn(Z)) =


1 0 nc

0 1 0
0 0 1

 ∣∣∣∣∣∣ c ∈ Z

 .

From this it follows that Hn(Z)/γ2(Hn(Z)) ∼= Z2 ⊕ (Z/nZ) and thus that its
lower central series does not have torsion-free quotients if n > 1. We can solve
this by adding the ‘roots’ to each subgroup in the lower central series.

Definition 2.3.5. Let G be a group and H a subgroup of G. We define the
isolator or root set of H in G as the set

G
√
H = {g ∈ G | ∃n ∈ N : gn ∈ H}.

In general, the isolator of a subgroup does not need to be a subgroup itself, but
the isolators of the subgroups in the lower central series are.

Proposition 2.3.6. Let N be a torsion-free nilpotent group. Then N
√
γi(N) is

a subgroup for all 1 ≤ i ≤ c+ 1 and

N = N
√
γ1(N) ⊵ N

√
γ2(N) ⊵ . . . ⊵ N

√
γc(N) ⊵ N

√
γc+1(N) = {1}

is a central series for N with torsion-free quotients. This central series is called
the adapted lower central series.

Proof. We refer to [Pas77, p.473, Lemma 1.8].

Note that the subgroups in the upper, lower and adapted lower central series
are all characteristic subgroups.

Let N be a finitely generated torsion-free nilpotent group and

N = N1 ⊵ N2 ⊵ . . . ⊵ Nn ⊵ Nn+1 = {1} (2.2)

a central series for N with torsion-free quotients (and note it is written in
descending order). We thus have [N,Ni] ≤ Ni+1 and Ni/Ni+1 ∼= Zdi for
some integers d1, . . . , dn ∈ Z. It can be shown that the sum of these integers
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D :=
∑n
i=1 di is independent of the chosen central series. This number D is

usually referred to as the Hirsch length or Hirsch number of N . By refining the
series in (2.2), we can get a central series

N = Ñ1 ≥ Ñ2 ≥ . . . ≥ ÑD ≥ ÑD+1 = {1}

such that Ni = Ñ1+d1+...+di−1 for any i ∈ {1, . . . , n+ 1} and Ñi/Ñi+1 ∼= Z for
any i ∈ {1, . . . , D}. For any i ∈ {1, . . . , D}, we can thus choose an element
ai ∈ Ni such that the quotient Ñi/Ñi+1 is generated by aiÑi+1. Any D-tuple
a = (a1, . . . , aD) of elements of N obtained in this way will be called a Mal’cev
basis for N . Fixing such a Mal’cev basis, every element x ∈ N can be written
uniquely as a product

x = ax1
1 · . . . · axD

D

with x1, . . . , xD ∈ Z. This gives a bijection φa : ZD → N where

φa(x1, . . . , xD) = ax1
1 · . . . · axD

D .

An important fact about finitely generated torsion-free nilpotent groups is that
the group operation has a polynomial structure with respect to a Mal’cev basis.

Proposition 2.3.7. Let N be a finitely generated torsion-free nilpotent group
of Hirsch length D and let a = (a1, . . . , aD) be a Mal’cev basis for N . For any
i ∈ {1, . . . , D}, there exists a rational polynomial

pi ∈ Q[x1, . . . , xi−1, y1, . . . , yi−1]

which satisfies pi(Z) ⊂ Z, such that for any two elements x = a(x1, . . . , xD)
and y = a(y1, . . . , yD) in N , their product is given by xy = a(z1, . . . , zD) with

zi = xi + yi + pi(x1, . . . , xi−1, y1, . . . , yi−1)

for any i ∈ {1, . . . , D}.

Example 2.3.8. To illustrate the above, consider the groups Hn(Z) from
Example 2.3.4. A Mal’cev basis for Hn(Z) can be given by a = (a1, a2, a3) with

a1 :=

1 0 0
0 1 1
0 0 1

 , a2 :=

1 n 0
0 1 0
0 0 1

 , a3 :=

1 0 1
0 1 0
0 0 1

 .

An element of Hn(Z) thus has coordinates with respect to this Mal’cev basis as

φa(x1, x2, x3) =

1 nx2 x3
0 1 x1
0 0 1


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for any (x1, x2, x3) ∈ Z3. A computation shows that

φa(x1, x2, x3) · φa(y1, y2, y3) =

1 n(x2 + y2) x3 + y3 + nx2y1
0 1 x1 + y1
0 0 1

 .

The polynomials from Proposition 2.3.7 are thus given by

p1 = 0, p2 = 0, p3 = nx2y1.

As a consequence of Proposition 2.3.7, we can naturally extend a torsion-
free finitely generated nilpotent group N to bigger groups. Let a =
(a1, . . . , aD) be a Mal’cev basis for N and p1, . . . , pD the associated polynomials
from Proposition 2.3.7. Define the groups NQ and NR as the sets QD
and RD, respectively, equipped with the group operation (x1, . . . , xD) ·
(y1, . . . , yD) = (z1, . . . , zD) where zi = xi+yi+pi(x1, . . . , xi−1, y1, . . . , yi−1) for
any x1, . . . , xD, y1, . . . , yD in Q or R, respectively. We thus get a sequence of
injective group morphisms

N
φ−1

a−→ NQ ↪→ NR.

By identifying elements we can thus view N as a subgroup of NQ. The groups
NQ and NR are referred to as the rational Mal’cev completion and the real
Mal’cev completion, respectively.

Example 2.3.9. The rational and real Mal’cev completions of Zn,+ are just
Qn,+ and Rn,+, respectively.

Example 2.3.10. Consider the groups Hn(Z) from Examples 2.3.4 for positive
integers n > 0. Their rational Mal’cev completions are given by Hn(Z)Q ∼=
H(Q). We thus see that non-isomorphic torsion-free finitely generated nilpotent
groups can have isomorphic Mal’cev completions. Note that we also have
Hn(Z)R ∼= H(R).

Note that the Mal’cev completions have the property that all roots of an
elements exist.

Definition 2.3.11. A group G is said to be radicable if for any x ∈ G and
positive integer n > 0, there exists a unique element y ∈ G such that yn = x. If
H is a finitely generated torsion-free nilpotent group and G a radicable group
such that H is a subgroup of G and for any x ∈ G there exists a positive integer
n > 0 such that xn ∈ H, then we say G is a radicable hull of H.

A radicable hull of a finitely generated torsion-free nilpotent group H is uniquely
determined up to isomorphism. This follows from the following property.
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Proposition 2.3.12. Let H be a finitely generated torsion-free nilpotent group
and G a radicable hull of H. If f : H → M is an injective group morphism to a
group M for which every element x ∈ M has some positive power lying in f(H),
then there exists a unique morphism g : M → G which makes the following
diagram commute:

G M

H

g

f
(2.3)

Proof. See [Seg83, Section 6.A., Exercise 1].

If N is a finitely generated torsion-free nilpotent group and NQ its rational
Mal’cev completion, then NQ is a radicable hull of N . We thus see that the
isomorphism type of NQ does not depend on the choice of Mal’cev basis to
construct it. As a consequence of the above proposition, we also have that
injective maps between finitely generated torsion-free nilpotent groups extend
uniquely to their rational Mal’cev completions.

Corollary 2.3.13. If N1, N2 are two finitely generated torsion-free nilpotent
groups and f : N1 → N2 is an injective homomorphism, then there exists a
unique homomorphism f̃ : NQ

1 → NQ
2 such that f̃ |N1 = f . If N1 = N2 and f is

an automorphism, then so is f̃ .

Let N be a finitely generated torsion-free nilpotent group. Since NR is just RD
as a set, we can give it its standard differentiable manifold structure. Since
multiplication is given by polynomials in these coordinates, it is straightforward
to verify that multiplication and inversion are smooth maps. We thus have that
NR is simply connected nilpotent Lie group, an object on which we elaborate
in the following section.

2.3.2 Nilpotent Lie groups and Lie algebras

Since it will be a central object in this thesis, let us recall the definition of a Lie
algebra (over arbitrary fields) and the notion of homomorphisms between them.

Definition 2.3.14. Let K be a field. A Lie algebra over the field K is a K-
vector space g equipped with a bilinear map [·, ·] : g × g → g : (X,Y ) 7→ [X,Y ],
called the Lie bracket of g, which satisfies the following two conditions:

(i) ∀X ∈ g : [X,X] = 0,
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(ii) ∀X,Y, Z ∈ g : [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.

Definition 2.3.15. Let g and h be Lie algebras. A linear map φ : g → h
is said to be a Lie algebra homomorphism if for any X,Y ∈ g it holds that
φ([X,Y ]) = [φ(X), φ(Y )]. If in addition φ is invertible, then we call φ a Lie
algebra isomorphism and we say that g and h are isomorphic. The isomorphisms
from g to itself are called Lie algebra automorphisms and the set of all Lie
algebra automorphisms of g is written as Aut(g).

An important result in the theory of Lie groups is that one can associate to
any Lie group G an (up to isomorphism) unique Lie algebra g over R. The
underlying vector space of g is the vector space of left-invariant vector fields on
G and the Lie bracket is the Lie bracket between vector fields from differential
geometry. By evaluating the left invariant vector fields at the identity e ∈ G,
one gets an identification of g with TeG, as vector spaces. It is thus clear that g
is finite dimensional. Moreover, this assignment of a Lie algebra to a Lie group
is functorial. If G,H are Lie groups with Lie algebras g and h, respectively, and
if f : G → H is a Lie group homomorphism, then the derivative at the identity
def gives a Lie algebra homomorphism from g to h. By the works of Sophus
Lie and Elie Cartan we know that this functor assigning to a Lie group its
Lie algebra is essentially surjective. For a detailed discussion, see for instance
[DK00, Chapter 1].

Theorem 2.3.16 (Cartan, Lie). 1. Let G and H be Lie groups with Lie
algebras g and h, respectively, such that G is simply connected. For
every Lie algebra homomorphism φ : g → h there exists a Lie group
homomorphism ψ : G → H such that φ = deψ.

2. For every real Lie algebra g, there exists a, up to isomorphism, unique
simply connected Lie group G such that the Lie algebra of G is isomorphic
to g.

For any X ∈ g ∼= TeG, there is a unique smooth homomorphism φX : (R,+) →
G such that φ′

X(0) = X. This gives a mapping from the Lie algebra to the Lie
group, which will be referred to as the exponential map and is defined by

exp : g → G : X 7→ φX(1).

It is also common to write eX for exp(X).

The Lie bracket on g and the product on G are related to each other by the
Baker-Campbell-Haussdorf (BCH) formula:

∀X,Y ∈ g : eXeY = eZ
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with
Z = X + Y + 1

2[X,Y ] + 1
12 [X, [X,Y ]] − 1

12 [Y, [X,Y ]] + . . .

on condition that this series converges. This is guaranteed if X and Y are
chosen small enough.

Example 2.3.17 (Heisenberg Lie algebra). Consider the Heisenberg group
H(R), which is a Lie group. If we see H(R) as a subset of R3×3, then the
tangent space of H(R) at the identity can be identified with the vector space of
matrices spanned by

X =

0 0 0
0 0 1
0 0 0

 , Y =

0 1 0
0 0 0
0 0 0

 , Z =

0 0 1
0 0 0
0 0 0

 .

This is the underlying vector space of the Lie algebra of H(R), which we write
as h3. The Lie bracket on h3 is equal to the commutator of matrices and thus
we get that

[X,Y ] = Z and [X,Z] = [Y,Z] = 0.

In general, the 3-dimensional Lie algebra determined by the above relations
over an arbitrary field K will be called the Heisenberg Lie algebra over K.

For the following definitions, let g be an arbitrary Lie algebra over an arbitrary
field K. For two sub vector spaces h, k ⊂ g, one defines

[h, k] = spanK{[X,Y ] | X ∈ h, Y ∈ k}.

Similar as with groups, the lower central series of the Lie algebra g is defined
as the descending sequence

g = γ1(g) ⊇ γ2(g) ⊇ γ3(g) ⊇ . . .

where
γi+1(g) = [g, γi(g)]

for any i ∈ N \ {0}.

Definition 2.3.18. A Lie algebra g (over an arbitrary field) is called nilpotent
if there exists an integer i ∈ N \ {0} such that γi(g) = {0}. If such an integer
exists, then the smallest such integer is called the nilpotency class of g and this
integer is denoted by c. In this case, we also say that g is c-step nilpotent.

Example 2.3.19. 1. The Heisenberg Lie algebra from Example 2.3.17 is a
2-step nilpotent Lie algebra.
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2. Let K be a field and V a finite dimensional vector space over K. Let
A ∈ End(V ) be a linear map which is nilpotent. Write m ≥ 0 for the
smallest integer such that Am = 0. Define the Lie algebra gA = KX ⊕ V
with Lie bracket defined by

[X,Y ] = AY, [Y1, Y2] = 0

for any Y, Y1, Y2 ∈ V . The Lie algebra gA is an m-step nilpotent Lie
algebra.

3. Let K be a field and define a Lie algebra with basis X1, . . . , Xn and
relations

[X1, Xi] = Xi+1 ∀ 2 ≤ i ≤ n− 1

where all other brackets of basis vectors are zero. Note that this Lie
algebra has a maximal nilpotency index, namely its dimension minus one.
Lie algebras with this property are called filiform Lie algebras. The above
Lie algebra is called the Standard filiform Lie algebra. Note that it is also
isomorphic to the Lie algebra gA from the previous example, where A has
matrix representation 

0
1 0

. . . . . .
1 0

 .

We say a Lie group is nilpotent if it is so as an abstract group. The following
theorem gives a connection between nilpotent Lie groups and nilpotent Lie
algebras.

Theorem 2.3.20. Let G be a Lie group with Lie algebra g. If G is nilpotent
(as an abstract group), then g is nilpotent. If G is connected and g is nilpotent,
then G is nilpotent. Moreover, if G is simply-connected, we have for any i > 0
that

γi(G) = exp(γi(g)).

Proof. See for instance [Bou72].

2.3.3 Cocompact lattices in nilpotent Lie groups

Let G be a Lie group. We say that a (group theoretic) subgroup of G is a
cocompact lattice, if it is a discrete subset with respect to the topology on G and
if the coset space G/Γ is cocompact for the quotient topology. Note that the
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latter condition is equivalent to the space of right cosets Γ\G being compact.
This in turn agrees with the definition of a cocompact actions (Definition 2.2.6
(ii)) if we consider the action of Γ on G by left-translation.

Not every Lie group admits a cocompact lattice. Thus, the question arises:
which Lie groups admit a cocompact lattice? And how does the set of cocompact
lattices look like? In the class of nilpotent Lie groups, there is a nice theory
on cocompact lattices of which we state the main results in this section. All
results can be attributed to the work of Mal’cev in [Mal49a] and [Mal49b].

First, let us say something about what type of groups can occur as a cocompact
lattice in a simply connected nilpotent Lie group.

Theorem 2.3.21. Every cocompact lattice in a simply connected nilpotent Lie
group is a torsion-free finitely generated nilpotent group and any torsion-free
finitely generated nilpotent group occurs as a cocompact lattice in some simply
connected nilpotent Lie group.

Proof. We leave the first statement as an exercise to the reader. For the second
statement, recall that in Section 2.3.1 we constructed the so called real Mal’cev
completion of a torsion-free finitely generated group. This is a simply connected
nilpotent Lie group and contains the original group as a cocompact lattice.

Next, we relate cocompact lattices in simply connected nilpotent Lie groups
to certain objects in the associated Lie algebra. Let N be a simply connected
nilpotent Lie group and write n for the real Lie algebra associated to N . It is
well-known that in this setting, exp : n → N is a diffeomorphism. We write
log : N → n for its inverse. Let Γ be a cocompact lattice of N and define the
set

nQΓ = spanQ (log(Γ)) .

One can show that this subset of n satisfies the following definition.

Definition 2.3.22. Let g be a real Lie algebra. A subset h ⊂ g is said to be a
rational form of g if

(i) h is closed under taking Q-linear combinations,

(ii) h is closed under the Lie bracket of g and

(iii) h (as a vector space over Q) has a basis, which is also a basis for g (as a
vector space over R).
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In Section 5.2 of Chapter 5, we give a more general definition of (rational)
forms of Lie algebras. Note that a rational form has itself the structure of a Lie
algebra defined over the field Q.

We say that two rational forms h1, h2 ⊂ g of a real Lie algebra g are isomorphic
if they are isomorphic as Lie algebras over Q. This is equivalent with the
existence of an automorphism φ ∈ Aut(g) such that φ(h1) = h2.
Example 2.3.23. 1. Consider the real Heisenberg Lie algebra h3 with basis

X,Y, Z and defining relations [X,Z] = [Y,Z] = 0 and [X,Y ] = Z. Up to
isomorphism, this Lie algebra has only one rational form, given by

spanQ{X,Y, Z}.

2. Consider the direct sum of two real Heisenberg Lie algebras with bases
X1, Y1, Z1 for the first copy and X2, Y2, Z2 for the second copy. Up to
isomorphism, this Lie algebra has infinitely many rational forms. For any
integer k ≥ 1, we have a rational form nQk which is the Q-span of the
vectors

X1 = X1 +X2, Y1 = Y1 + Y2, Z1 = Z1 + Z2,

X2 =
√
k(X1 −X2), Y2 =

√
k(Y1 − Y2), Z2 =

√
k(Z1 − Z2).

Two such rational forms nQk and nQk′ are isomorphic if and only if there
exists an integer l > 0 such that k = l2k′. As rational Lie algebras, one
can calculate the non-zero bracket relations of nQk as

[X1, Y1] = Z1, [X1, Y2] = Z2,

[X2, Y1] = Z2, [X2, Y2] = kZ1.

We refer the reader to [Lau08] for a proof that these are indeed all rational
forms up to isomorphism. This follows as well from a more general
statement that we will prove in Chapter 5, see Example 5.6.5.

Definition 2.3.24. Two groups G and H are said to be abstractly
commensurable if there exist finite index subgroups G1 ≤ G and H1 ≤ H
such that G1 is isomorphic to H1.

The following theorem establishes a correspondence between cocompact lattices
and rational forms, given a simply connected nilpotent Lie group.
Theorem 2.3.25. Let N be a simply connected nilpotent Lie group with
associated real Lie algebra n. The assignment Γ 7→ nQΓ gives a one-
to-one correspondence between the cocompact lattices in N up to abstract
commensurability and the rational forms of n up to isomorphism.
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In particular, we have that a simply connected nilpotent Lie group admits a
cocompact lattice if and only if its associated real Lie algebra admits a rational
form. This is again equivalent with the existence of a basis with respect to
which all structural constants of the Lie algebra are rational numbers. We
recall that the structural constants of a Lie algebra g with respect to a basis
X1, . . . , Xn for g are the numbers ckij ∈ R, 1 ≤ i, j, k ≤ n such that

[Xi, Xj ] =
n∑
k=1

ckijXk

for all i, j ∈ {1, . . . , n}.

2.3.4 Almost-crystallographic and almost-Bieberbach groups

In our discussion of flat manifolds, we saw how Bieberbach groups played an
essential role in classifying them. In what follows, we will generalize the notion
of Bieberbach groups by considering a more general ambient group of isometries.
Indeed, we will replace our Euclidean space Rn, which is an abelian Lie group,
with a nilpotent Lie group.

Let us fix a simply connected nilpotent Lie group N . For any choice of inner
product ⟨·, ·⟩ on the tangent space at the identity e ∈ N , we define a closed
subgroup of Aut(N) by

Aut (N, ⟨·, ·⟩) = {φ ∈ Aut(N) | ∀v, w ∈ TeN : ⟨dφ(v), dφ(w)⟩ = ⟨v, w⟩} .

Note that these subgroups of Aut(N) are compact and that any compact
subgroup of Aut(N) is contained in such a subgroup. Using the natural action
of Aut(N, ⟨·, ·⟩) on N , one defines the semi-direct product

Iso(N, ⟨·, ·⟩) = N ⋊ Aut(N, ⟨·, ·⟩).

Note that this is a Lie group as well and, in particular, it is a topological group.
It fits in the short exact sequence:

1 −→ N
t−→ Iso(N, ⟨·, ·⟩) r−→ Aut(N, ⟨·, ·⟩) −→ 1.

Definition 2.3.26. Let N be a simply connected Lie group and ⟨·, ·⟩ an
inner product on the tangent space at the identity of N . A subgroup Γ of
N ⋊ Aut(N, ⟨·, ·⟩) is called an almost-crystallographic group (modelled on N)
if it is discrete and cocompact. If in addition Γ is torsion-free, we call Γ an
almost-Bieberbach group (modelled on N).
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The dimension of an almost-crystallographic or almost-Bieberbach group is
defined as the dimension of the Lie group N .

Note that the almost-crystallographic and almost-Bieberbach groups modelled
on the abelian Lie group Rn are exactly the crystallographic and Bieberbach
groups of dimension n, respectively. Therefore the almost-crystallographic and
almost-Bieberbach groups are the natural generalization from the abelian setting
to the nilpotent setting.

Example 2.3.27. Consider the real Heisenberg group H(R) which is a simply
connected nilpotent Lie group. Define the automorphism φ ∈ Aut(H(R)) by

φ

1 y z
0 1 x
0 0 1

 =

1 −y −z
0 1 x
0 0 1

 .

Let X,Y, Z be the basis for the Lie algebra of H(R) as described in Example
2.3.17 and let ⟨·, ·⟩ be the inner product on h3 which makes X,Y, Z an
orthonormal basis. As one can check, dφX = X, dφY = −Y , dφZ = −Z
and thus φ ∈ Aut(H(R), ⟨·, ·⟩). Next, define the element

α =

1 0 0
0 1 1

2
0 0 1

 ∈ H(R),

and the subgroup of Iso(H(R), ⟨·, ·⟩):

Γ =
〈
H(Z), (α,φ)

〉
.

where we used the embedding t : H(Z) → Iso(H(R), ⟨·, ·⟩) : x 7→ (x, Id). As one
can check, the group Γ is an almost-Bieberbach group modelled on H(R).

The notation of the group Iso(N, ⟨·, ·⟩) is no coincidence. This group acts
smoothly on N by the law:

(n, φ) · x = nφ(x).

This action induces a map Iso(N, ⟨·, ·⟩) → Diff(N) of which the image is
exactly equal to the isometry group of the Riemannian manifold one obtains
by left-translating the inner product ⟨·, ·⟩ on the Lie group N . The almost-
crystallographic and almost-Bieberbach groups can now also be characterized
in terms of their actions on the Lie group N .

Proposition 2.3.28. Let Γ be a subgroup of Iso(N, ⟨·, ·⟩), then
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(i) Γ is a discrete subgroup of Iso(N, ⟨·, ·⟩) if and only if Γ acts properly
discontinuously on N ,

(ii) Γ is a cocompact subgroup of Iso(N, ⟨·, ·⟩) if and only if Γ acts cocompactly
on N ,

(iii) if Γ is a discrete subgroup, it is torsion-free if and only if Γ acts freely on
N .

The generalized Bieberbach theorems. As with crystallographic or Bieber-
bach groups, there are theorems describing the structure of almost-crystallographic
or almost-Bieberbach groups. They are referred to as the generalized Bieberbach
theorems. The first one was proven by Auslander.

Theorem 2.3.29 ([Aus60]). Let Γ ⊆ Iso(N, ⟨·, ·⟩) be an almost-crystallographic
group of dimension n. Then r(Γ) is a finite group and Γ ∩ t(N) is a cocompact
lattice of N .

For any almost-crystallographic group Γ ≤ Iso(N, ⟨·, ·⟩), let us call r(Γ) the
holonomy group of Γ and Γ ∩ t(N) the group of pure translations of Γ.

A generalization of the second Bieberbach theorem was proven by Lee and
Raymond.

Theorem 2.3.30 ([LR85]). Let Γ, Γ′ ⊆ Iso(N) be almost-crystallographic
groups. Let f : Γ → Γ′ be a group isomorphism. Then there exists an element
α ∈ Aff(N) = N ⋊ Aut(N) such that for all γ ∈ Γ it holds that f(γ) = αγα−1.
In other words, every isomorphism between almost-crystallographic groups can
be realized as an affine transformation of coordinates on N .

2.3.5 Infra-nilmanifolds

Definition 2.3.31. Let N be a simply connected nilpotent Lie group. An
infra-nilmanifold (modelled on N) is a quotient manifold Γ\N where Γ is an
almost Bieberbach group. In case r(Γ) = 1, the manifold Γ\N is called a
Nilmanifold.

Example 2.3.32 (The Heisenberg nilmanifold). Consider the nilpotent Lie
group H(R) and its cocompact lattice H(Z). The Heisenberg nilmanifold is the
quotient

M = H(Z)\H(R).



ALMOST-FLAT MANIFOLDS 35

Let us identify H(R) with R3 by

(x, y, z) =

1 y z
0 1 x
0 0 1

 (2.4)

Every element of H(Z)\H(R) can be uniquely represented by an element of the
form

H(Z) · (x, y, z) with 0 < x, y, z < 1.
One also has the identities

H(Z) · (0, y, z) = H(Z) · (1, y, z)

H(Z) · (x, 0, z) = H(Z) · (x, 1, x+ z)

H(Z) · (x, y, 0) = H(Z) · (x, y, 1).

Topologically, we can thus construct H(Z)\H(R) by considering the closed unit
cube and identifying points on opposite sides according to certain maps. This
is illustrated in Figure 2.3 below. In fact, the nilmanifold M = H(Z)\H(R) is
homeomorphic to a mapping torus

M ∼=
[0, 1] × T 2

(0, x) ∼ (1, f(x)) ,

where T 2 = R2/Z2 is the two-torus and f : T 2 → T 2 is the homeomorphism

induced by the matrix
(

1 0
1 1

)
.

Figure 2.3: Representation of the nilmanifold H(Z)\H(R) as the closed unit
cube with identifications between opposite sides. Image credit: Bundesarchiv,
Bild 183-R57262, under licence: CC-BY-SA 3.0.

Example 2.3.33. Consider the almost-Bieberbach group Γ ≤ Iso(H(R), ⟨·, ·⟩)
from Example 2.3.27 and the associated infra-nilmanifold

M = Γ\H(R).
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We use the identification of H(R) with R3 from (2.4). Every element of Γ\H(R)
can be uniquely represented by an element of the form

Γ · (x, y, z) with 0 < x, z <
1
2 , 0 < y < 1.

One also has the identities

Γ · (0, y, z) = Γ ·
(

1
2 ,−y,−z

)
Γ · (x, 0, z) = Γ · (x, 1, x+ z)

Γ · (x, y, 0) = Γ ·
(
x, y,

1
2

)
.

Topologically, we can thus construct Γ\H(R) by considering the closed unit
cube (after rescaling the x and z directions) and identifying points on opposite
sides according to certain maps. This is illustrated in Figure 2.3 below.

Figure 2.4: Representation of the infra-nilmanifold Γ\H(R) as the closed unit
cube with identifications between opposite sides. Image credit: Bundesarchiv,
Bild 183-R57262, under licence: CC-BY-SA 3.0.

2.3.6 Algebraic characterization of almost-flat manifolds

At last, we arrive at the celebrated Gromov-Ruh theorem, which characterizes
almost-flat manifolds in an algebraic way.
Theorem 2.3.34 ([Gro78], [Ruh82]). A compact manifold M is almost flat
if and only if it is diffeomorphic to an infra-nilmanifold. In particular, the
fundamental group of an almost-flat manifold is an almost-Bieberbach group.

In the following paragraph, we sketch the proof of one direction of the equivalence
in the above theorem, namely, we construct on any infra-nilmanifold an ϵ-flat
metric for ϵ arbitrarily small. The discussion is based on section 7.7 in [Gro78].
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An ϵ-flat metric on an infra-nilmanifold. First, let us recall the definition of
a left-invariant metric on a Lie group.

Let G be a Lie group and g = T1G its Lie algebra. Let Lx : G → G : y 7→ xy
denote the diffeomorphism on G given by left multiplication by x ∈ G. For any
inner product ⟨·, ·⟩ on g one can define a metric g on G by

gx(v, w) = ⟨dL−1
x v, dLx−1w⟩

for any x ∈ G and v, w ∈ TxG. This metric is called the left-invariant metric
on G associated to ⟨·, ·⟩.

Since the metric g is fully determined by the inner product on the Lie algebra,
it is no surprise that the curvatures of (G, g) can be calculated from the inner
product ⟨·, ·⟩ and the Lie bracket [·, ·] on g. In particular, the curvature can be
bounded by the norm of the Lie bracket.

For any finite dimensional vector space V endowed with an inner product ⟨·, ·⟩
and a multilinear map T : V n → V we define the norm of T as

∥T∥ := max{∥T (v1, . . . , vn)∥ | vi ∈ V, ∥vi∥ = 1}.

Note that if u1, . . . , un is an orthonormal basis for V, ⟨·, ·⟩, then we can also
calculate ∥T∥ as

∥T∥ = max{∥T (ui1 , . . . , uin)∥ | i1, . . . , in ∈ {1, . . . , n}}. (2.5)

Proposition 2.3.35. Let G be a connected Lie group with Lie algebra g, ⟨·, ·⟩
an inner product on g and g the associated left-invariant metric on G. Let
R : g3 → g be the curvature tensor of g, evaluated at the identity of G. Then R
is bounded by the Lie bracket by

∥R∥ ≤ 6∥ [·, ·] ∥.

Proof. See [BK81, Proposition 7.7.1].

As a consequence we can also bound the sectional curvature by the Lie bracket.
Take any plane π ⊂ T1G and let u, v ∈ T1G be an orthonormal basis for π.
Then we have

|K(π)| = |⟨R(u, v, v), u⟩|

≤ ∥R(u, v, v)∥∥u∥

≤ ∥R∥∥u∥2∥v∥2

= ∥R∥ ≤ 6∥ [·, ·] ∥.
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Proposition 2.3.36. Let N be a connected nilpotent Lie group with Lie algebra
n endowed with an inner product ⟨·, ·⟩. There exists a sequence of inner products
⟨·, ·⟩k, k ∈ N0 on n with corresponding Riemann curvature tensors Rk at the
identity of N , such that

(i) there exists a C > 0 and k0 ∈ N with ∥Rk∥k ≤ C for all k ≥ k0,

(ii) for any v ∈ n it holds that lim
k→∞

∥v∥k = 0 and

(iii) Aut(N, ⟨·, ·⟩) = Aut(N, ⟨·, ·⟩k).

Proof. Let c be the nilpotency class of n. For any 1 ≤ i ≤ c, write ni for the
orhogonal complement of γi+1(n) inside γi(n) (with respect to the given inner
product ⟨·, ·⟩). This gives an orthogonal decomposition of n:

n = n1
⊥
⊕ n2

⊥
⊕ . . .

⊥
⊕ nc.

For any k ∈ N0, define the positive real numbers a1(k), . . . , ac(k) backwards
inductively by

ac(k) := 1
k
, ai(k) := 4

√√√√ c∑
j=i+1

aj(k)2.

We define the new inner product ⟨·, ·⟩k by scaling the inner product ⟨·, ·⟩ on
each component ni according to the numbers ai(k). Thus, we have for any
1 ≤ i, j ≤ c and any X ∈ ni, Y ∈ nj that

⟨X,Y ⟩k =
{
ai(k)⟨X,Y ⟩ if i = j

0 if i ̸= j.

Note that any automorphism of n preserves the ideals in the lower central series.
It follow that any element of Aut(n, ⟨·, ·⟩) must preserve the subspaces ni. The
same is true for the elements of Aut(n, ⟨·, ·⟩k). Since on each ni, the inner
product only differs up to scaling, it is not hard to see that then Aut(n, ⟨·, ·⟩) =
Aut(n, ⟨·, ·⟩k) and as a consequence also Aut(N, ⟨·, ·⟩) = Aut(N, ⟨·, ·⟩k). This
proves part (iii) of the statement.

Next, note that ac(k) → 0 as k → ∞. By induction on i, one can check that
ai(k) → 0 as k → ∞ for any i ∈ {1, . . . , c}. As a consequence, we have that
limk→∞ ∥v∥k = 0 for any v ∈ n. This proves part (ii) of the statement. As
another consequence, there is a k0 ∈ N0 such that ai(k) < 1 for all k ≥ k0 and
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i ∈ {1, . . . , c}. For such k we thus have that

ai(k) = 4

√√√√ c∑
j=i+1

aj(k)2

≥ 4
√
ai+1(k)2

=
√
ai+1(k) ≥ ai+1(k),

which gives a1(k) ≥ . . . ≥ ac(k).

Finally, we prove part (i) of the statement. Let us take a k ≥ k0. Take any
1 ≤ i ≤ j ≤ c and X ∈ ni, Y ∈ nj . Note that there exist unique vectors
Xj+1 ∈ nj+1, . . . , Xc ∈ nc such that

[X,Y ] = Xj+1 + . . .+Xc.

Let us write B = ∥[·, ·]∥ and note that

B2∥X∥2∥Y ∥2 ≥ ∥[X,Y ]∥2 = ∥Xj+1∥2 + . . .+ ∥Xc∥2.

In particular, we also have for any j + 1 ≤ l ≤ c that ∥Xl∥2 ≤ B2∥X∥2∥Y ∥2.
Using this, we find that

∥[X,Y ]∥2
k = ∥Xj+1∥2

k + . . . ∥Xc∥2
k

= aj+1(k)2∥Xj+1∥2 + . . .+ ac(k)2∥Xc∥2

≤
(
aj+1(k)2 + . . .+ ac(k)2)B2∥X∥2∥Y ∥2

= aj(k)4B2 ∥X∥2
k

ai(k)2
∥Y ∥2

k

aj(k)2

≤ B2∥X∥2
k∥Y ∥2

k

Thus, we find that ∥[·, ·]∥k ≤ B for any k ≥ k0. Using proposition 2.3.35 we can
conclude that

∥Rk∥k ≤ 6∥[·, ·]∥k ≤ 6B =: C.

Proposition 2.3.37. Every infra-nilmanifold is almost-flat.

Proof. Let N be a simply connected nilpotent Lie group, n its Lie algebra and
⟨·, ·⟩ an inner product on n. Let Γ ≤ Iso(N, ⟨·, ·⟩) be an almost-Bieberbach group.
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We have to prove that M := Γ\N is almost flat. Let ⟨·, ·⟩k be the sequence of
inner products on n constructed in Proposition 2.3.36. From property (iii), it
follows that Iso(N, ⟨·, ·⟩k) = Iso(N, ⟨·, ·⟩) and thus that Γ is also a subgroup of
Iso(N, ⟨·, ·⟩k). As a consequence each ⟨·, ·⟩k gives rise to a left-invariant metric
on N which descends to a well-defined metric gk on the quotient Γ\N . Next,
define the the numbers

Ak = max{∥v∥k | v ∈ n, ∥v∥1 = 1}.

Using property (ii) and that n is finite dimensional, it is an easy exercise to
check that limk→∞ Ak = 0. Using that the metrics gk are left-invariant, we
find that their associated distance functions satisfy dk(x, y) ≤ Akd1(x, y) for all
k ∈ N. As a consequence we find that for the associated diameters, it holds
that d(M, gk) ≤ Akd(M, g1) and thus that limk→∞ d(M, gk) = 0. If we write
Kk for the sectional curvature of gk, we find that Kk(π) ≤ ∥Rk∥k ≤ C for all
k ≥ k0, p ∈ M and any plane π ⊂ TpM . We thus find that

lim
k→∞

|Kk(π)| · d(M, gk) = 0,

which proves that the sequence of metrics gk become ϵ-flat for ϵ arbitrarily small
and thus that M is an almost-flat manifold.



Chapter 3

Anosov diffeomorphisms

In this chapter, we will define the protagonist of this thesis: the Anosov
diffeomorphism. Since Anosov diffeomorphisms have very interesting dynamical
properties, we first give a short introduction on dynamical systems which is
based on the books [HK03] [KH95]. All manifolds in this chapter will be assumed
to be connected unless stated otherwise.

3.1 Dynamical systems and chaos

Let M be a differentiable manifold and f : M → M a diffeomorphism. Together,
these two objects give an action of the integers on M by

∀k ∈ Z,∀p ∈ M : k · p = fk(p).

In this section we will study the dynamical properties of actions obtained in
this way.

Definition 3.1.1. A (time-Discrete differentiable) Dynamical System (DDS for
short) is an action of Z,+ on a differentiable manifold M by diffeomorphisms.

Note that any DDS also has a defining diffeomorphism f : M → M : p 7→ 1 · p.
We will often write down the DDS as a tuple (M,f). The dynamical properties
of a DDS will be studied from a topological point of view. This means that we
will forget about the differentiable structure on the manifold when looking at
the dynamics.

Definition 3.1.2. Let (M,f) be a DDS. A point p ∈ M is said to:

41
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(i) be fixed if f(p) = p. The set of all fixed points in M is written as Fix(f).

(ii) be periodic if there exists an integer n > 0 such that fn(p) = p. The
minimal such integer n is called the period of p. The set of all periodic
points in M is written as Per(f).

(iii) have a dense forward orbit if the set {fk(x) | k ∈ N} is dense in M .

(iv) be wandering if there exists a neighbourhood U of p such that

U ∩
∞⋃
n=1

fn(U) = ∅.

A point is said to be non-wandering if it is not wandering. The set of all
non-wandering points in M is written as NW(f).

Figure 3.1: Illustration of a wandering point.

Remark 3.1.3. Note that one has the inclusions

Fix(f) ⊆ Per(f) ⊆ NW(f)

and that each of these sets is f -invariant. Additionally, the set NW(f) is closed
in M .
Example 3.1.4. 1. Consider the circle S1 = {z ∈ C | |z| = 1} and the

diffeomorphism
fθ : S1 → S1 : z 7→ eiθz

which rotates the circle through an angle θ. The dynamics of (S1, fθ)
depend on the angle θ. If θ/2π is a rational number, then all points are
periodic with the same period. In particular, all points are non-wandering.
If θ/2π is an irrational number, then no point is periodic, but still all
points are non-wandering. In fact, every point has a dense forward orbit
in S1.

2. Consider the sphere S2 = {(x, y, z) ∈ R3 | x2 + y2 + (z − 1)2 = 1}. Let us
call N = (0, 0, 2) the ‘north pole’ and S = (0, 0, 0) the ‘south pole’. Using
the stereographic projection:

π : S2 \ {N} → R2 : (x, y, z) 7→
(

2x
2 − z

,
2y

2 − z

)
,
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one can identify S2 \ {N} with R2.
One then defines the diffeomorphism f on S2 by

f(p) =
{
π−1(2π(p)) if p ̸= N

N else,

as illustrated in Figure 3.2. All points of S2 are then wandering except
for the north pole and south pole, so

NW(f) = Fix(f) = {S,N}.

Figure 3.2: A diffeomorphism on the sphere with a lot of wandering points.

Other (topological) dynamical properties of a dynamical system can be
formulated as follows.

Definition 3.1.5. A DDS (M,f) is called:

1. topologically transitive if for any two open subsets U, V ⊆ M , there exists
a non-negative integer k ≥ 0 such that fk(U) ∩ V ̸= ∅.

2. topologically mixing if for any two open subsets U, V ⊆ M , there exists
a non-negative integer N ≥ 0 such that for all k > N it holds that
fk(U) ∩ V ̸= ∅.

Remark 3.1.6. Clearly, if a system is topologically mixing, it must also be
topologically transitive. The other implication is not true. An example of a
system that illustrates this is the rotation of the circle from Example 3.1.4 with
θ an irrational multiple of 2π. Such a system is topologically transitive, but not
topologically mixing.
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Lemma 3.1.7. Let M be a compact and connected differentiable manifold. A
DDS (M,f) is topologically transitive if and only if there exists a point p ∈ M
with a dense forward orbit.

The following property of a DDS is not purely topological but requires a choice
of metric on the space compatible with the topology.

Definition 3.1.8. Let (M,f) be a DDS and d a metric on M which induces
its topology. The system (M,f) is said to be sensitive to initial conditions with
respect to the metric d if there exists a constant δ > 0 such that for any ϵ > 0
and any x ∈ M , there exists a y ∈ M with 0 < d(x, y) < ϵ and a positive integer
k such that d(fk(x), fk(y)) ≥ δ.

However, if M is compact, the definition is independent from the chosen metric
and thus becomes a topological property. This is due to the following lemma.

Lemma 3.1.9. Let X be a compact topological space and d, d′ two metrics on
X which induce its topology. For any δ > 0, there exists a δ′ > 0 such that for
any points x, y ∈ X with d(x, y) ≥ δ it holds that d′(x, y) ≥ δ′.

Proof. Consider the set K = {(x, y) ∈ X ×X | d(x, y) ≥ δ}. It is closed in the
compact space X ×X and thus compact itself. Since d′ : X ×X → R : (x, y) 7→
d′(x, y) is continuous, it follows that δ′ = min d′(K) exists. Since the diagonal
of X × X does not intersect K it follows that d′(K) does not contain 0 and
thus that δ′ > 0. This concludes the proof.

Corollary 3.1.10. Let (M,f) be a DDS with M compact. If (M,f) is sensitive
to initial conditions with respect to some metric d which induces the topology
on M , then it is sensitive to initial conditions with respect to any metric on M
which induces its topology.

Definition 3.1.11. A DDS (M,f) is said to be chaotic if

(i) it is topologically transitive,

(ii) it is sensitive to initial conditions,

(iii) Per(f) is dense in M .

The following is a well-known example of a chaotic DDS.

Example 3.1.12 (Arnold’s cat map). Consider the linear map

g : R2 → R2 :
(
x
y

)
7→
(

2 1
1 1

)(
x
y

)
. (3.1)
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Figure 3.3: An illustration of Arnold’s cat map. On the unit square, the map
can be seen as first applying a matrix and subsequently reducing each coordinate
modulo 1.

Since its matrix has integer coefficients, it follows that g(Z2) ⊆ Z2. Moreover,
since the determinant is equal to 1, its inverse satisfies the same property and
thus we get that g(Z) = Z. Therefore one gets an induced bijective map on the
torus

f : R2/Z2 → R2/Z2 : v + Z2 7→ g(v) + Z2.

As one can check, f is a diffeomorphism. If we consider the torus as the closed
unit square with opposite sides identified, Figure 3.3 illustrates how the map f
works.

Proposition 3.1.13. Arnold’s cat map is chaotic.

Proof. We only argue why the periodic points are dense in R2/Z2. For any
positive integer n > 0, consider set

Qn =
(

1
n
Z2
)/

Z2

as a subset of R2/Z2. Note that Qn is finite and that f(Qn) = Qn. As a
consequence, f restricted to Qn must have finite order and thus all points in
Qn are periodic points of f . The union⋃

n>0
Qn = Q2/Z2

thus gives a set of periodic points of f which is dense in R2/Z2.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.4: Arnold’s cat map being applied iteratively to an image showing
its chaotic behaviour. The image was generated by dall-e with input: ‘A cat
drinking mate’.
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(a) (b)

(c) (d)

Figure 3.5: Illustration of Arnold’s cat map being applied iteratively to a
chequerboard pattern on a torus embedded in three dimensional space.

We can ask ourselves the question: ‘When do two DDSs exhibit the same
topological dynamics?’.

Definition 3.1.14. Two DDSs (M,f) and (N, g) are said to be topologically
conjugate if there exists a homeomorphism h : M → N such that h ◦ f = g ◦ h.

Let (M,f) and (N, g) be two topologically conjugate DDSs and let h : M → N
be the homeomorphism realizing the topological conjugation. The following can
be said about the dynamical properties of both systems:

• h(Fix(f)) = Fix(g),

• h(Per(f)) = Per(g),

• h(NW(f)) = NW(g),

• (M,f) is topologically transitive if and only if (N, g) is topologically
transitive,

• (M,f) is topologically mixing if and only if (N, g) is topologically mixing,

• (M,f) is chaotic if and only if (N, g) is chaotic.
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At last, we arrive at the notion of structural stability. Intuitively, a structurally
stable DDS is one for which the dynamics of the system do not change under
small perturbations of the system. To make the notion of small perturbations
concrete, we equip Diff(M) with the Whitney C1-topology.

Definition 3.1.15. A DDS (M,f) is called structurally stable if there exists a
neighbourhood U of p in the C1-topology of Diff(M), such that for any g ∈ U
it holds that f and g are topologically conjugate.

Example 3.1.16. Consider the rotation of the circle fθ from Example 3.1.4
for some angle θ ∈ R. The system (S1, fθ) is not structurally stable. In any
neighbourhood of fθ there will be also other rational and irrational rotations
of the circle. Since rational and irrational rotations of the circle can not be
topologically conjugate (they exhibit different dynamics), it follows that (S1, fθ)
can not be structurally stable.

Time-continuous dynamics

In this section, we describe the relation between time-discrete dynamics,
which we discussed in previous section, and a specific class of time-continuous
dynamical systems. The discussion is based on [Sma63].

Definition 3.1.17. A time-Continuous differentiable Dynamical System (CDS
for short) is an action of R,+ on a differentiable manifold M such that its
defining map Φ : R×M → M : (t, p) 7→ t · p is differentiable. We write the CDS
as the tuple (M,Φ).

Any DDS gives rise to a CDS on a mapping torus of which we now give the
construction. Let (M,f) be a DDS. Note that Z,+ acts on the product R ×M
by

k · (s, p) = (s+ k, fk(p)).

The mapping torus Mf associated to (M,f) is then given by the orbit space of
this action

Mf = Z
∖

(R ×M).

Let us write the elements of Mf as (s, p) = Z · (s, p). One defines an action of
R,+ on Mf by

t · (s, p) = (s+ t, p).

As one can check, the defining map Φ : R × Mf → Mf for this action is
differentiable, thus turning Mf into a CDS. This CDS is called the Poincaré
suspension.
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On the other hand, there is also a way to go from a CDS to a DDS, which is in
some sense an inverse to the construction of the Poincaré suspension. However,
some conditions have to be satisfied on the CDS. Note that every CDS (M,Φ)
naturally has an associated smooth vectorfield X ∈ X(M), defined by

X(p) = d

dt

∣∣∣∣
0

Φ(t, p).

We say a submanifold N ⊂ M is transversal to Φ if X(p) /∈ TpN for all p ∈ M .

Definition 3.1.18. Let (M,Φ) be a CDS. A submanifold N ⊂ M is called a
global Poincaré section if

(i) it has codimension one and is closed in M ,

(ii) it is transversal to Φ,

(iii) ∀p ∈ N : ∃t > 0 : Φ(t, p) ∈ N ,

(iv) ∀p ∈ N : ∃t < 0 : Φ(t, p) ∈ N ,

(v) every orbit in M intersects N .

Remark 3.1.19. If M is assumed to be compact and connected, conditions
(iv) and (v) of Definition 3.1.18 follow automatically from the others.

Consider a CDS (M,Φ) with a global Poincaré section N ⊂ M . One can
associate to this a map τ : N → R by letting τ(p) be the minimal positive real
number τ(p) > 0 such that Φ(τ(p), p) ∈ N . This gives rise to another map

f : N → N : p 7→ Φ(τ(p), p),

which is called the Poincaré map associated to the global Poincaré section N
and is illustrated in Figure 3.6.

Figure 3.6: Illustration of a global Poincaré section and the associated Poincaré
map.
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It is not hard to show that this Poincaré map is a diffeomorphism. Therefore
one obtains a DDS (N, f). This association is a reduction in the following sense:
many of the dynamical properties of the CDS (M,Φ) are characterized by a
dynamical property of the associated DDS (N, f). We illustrate this with an
example.

Example 3.1.20. Let M be the torus R2/Z2 and consider the action

Φ : R ×M → M : (t, v + Z2) 7→ v + tw + Z2

for some fixed vector w = (a, b) ∈ R2 with a ̸= 0. A global Poincaré section for
(M,Φ) can be given by the submanifold

N = {(0, y) + Z2 | y ∈ R}

which is diffeomorphic to the circle S1 = R/Z by S1 → N : y+Z 7→ (0, y) +Z2.

The map τ : N → R is constant and takes the value 1/a. The corresponding
Poincaré map is given by

f : S1 → S1 : y + Z 7→ y + b

a
+ Z.

This is a rotation of the circle as discussed in Example 3.1.4. If b/a is rational,
all points of (S1, f) are periodic and as a result, all points of (M,Ψ) will be
periodic as well. (For a CDS a point p ∈ M is called periodic if there exists
t > 0 such that t · p = p.) If b/a is irrational, every point in (S1, f) has a dense
forward orbit and as a result, all points of (M,Ψ) will have a dense forward
orbit as well. (For a CDS a point p ∈ M is said to have a dense forward orbit if
the set {t · p | t > 0} is dense in M .)

The following definition on CDSs is the analogue of topological conjugacy for
DDSs.
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Definition 3.1.21. Two CDSs (M,Φ) and (N,Ψ) are said to be topologically
equivalent if there exists a homeomorphism h : M → N which maps orbits of
(M,Φ) to orbits of (N,Ψ), i.e.

∀p ∈ M : h({Φ(t, p) | t ∈ R}) = {Ψ(t, h(p)) | t ∈ R}

and such that the orientation of the orbits is preserved.

At last, we give the following lemma which says that from a topological point
of view, the Poincaré suspension and the Poincaré map are inverse operations.

Lemma 3.1.22. Let (M,Φ) be a CDS with a global Poincaré section N ⊂ M
and let f : N → N denote the Poincaré map. Then (M,Φ) is topologically
equivalent to the Poincaré suspension (Nf , Φ̃) under the homeomorphism

h : Nf → M : (s, p) 7→ Φ(sτ(p), p) 0 ≤ s ≤ 1.

3.2 Anosov diffeomorphisms

In Example 3.1.12 we gave a chaotic DDS called Arnold’s cat map. This example
came in the form of a map f on the torus R2/Z2, induced by the linear map
g : R2 → R2 given by equation (3.1). Note that the tangent space at each point
of the torus R2/Z2 can be naturally identified with R2. It is clear that, under
this identification, for any point p, the derivative dpf : R2 → R2 is equal to the

linear map g. Note that this linear map has two real eigenvalues, λ = 3 +
√

5
2

and λ−1 = 3 −
√

5
2 , which satisfy λ > 1 and 0 < λ−1 < 1. The corresponding

eigenvectors are

v =
(

1 +
√

5
2

)
and w =

(
1 −

√
5

2

)
,

respectively. If we apply df consecutively to these eigenvectors vp, wp (now as
tangent vectors at some point p on the torus), we see how vp grows exponentially
while wp shrinks exponentially (with respect to some norm on R2). This kind
of global hyperbolic behaviour turns out to give very interesting dynamics in
general and will be exactly the defining property of an Anosov diffeomorphism.

Before we state the definition of an Anosov diffeomorphism, we need the notion
of a continuous splitting of the tangent bundle. Let M be a differentiable
manifold of dimension n with tangent bundle TM . A continuous splitting of the
tangent bundle is for each p ∈ M a choice of vector subspaces Ep, Fp ⊂ TpM
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such that TpM = Ep ⊕ Fp and such that for each p ∈ M , there exists a
neighbourhood U ⊂ M of p and continuous vector fields X1, . . . , Xn on U
such that for each q ∈ U it holds that Eq = span{X1(q), . . . , Xm(q)} and
Fq = span{Xm+1(q), . . . , Xn(q)} for a certain m ∈ {1, . . . , n}. Note that we do
not ask these vector fields to be differentiable. As one can show, the unions
E =

⋃
p∈M Ep and F =

⋃
p∈M Fp together with their natural projection maps

π : E → M and π : F → M carry the structure of a (topological) vector bundle
over M . Notationally, we write the continuous splitting of TM as TM = E⊕F .

If f : M → M is a diffeomorphism, we say that a continuous splitting TM =
E ⊕ F is f-invariant if for any p ∈ M it holds that df(Ep) = Ef(p) and
df(Fp) = Ff(p).
Definition 3.2.1. Let (M, g) be a Riemannian manifold. A diffeomorphism
f : M → M is said to be an Anosov diffeomorphism if there exists a df -invariant
continuous splitting of the tangent bundle TM = Eu ⊕Es and constants c > 0,
λ > 1 such that

∀v ∈ Eu : ∀k ∈ N : ∥dfkv∥ ≥ cλk∥v∥

∀v ∈ Es : ∀k ∈ N : ∥dfkv∥ ≤ 1
cλk

∥v∥.

Note that as of now, the definition of an Anosov diffeomorphism depends on
the chosen metric on M . For compact manifolds, however, the choice of metric
will not be important due to the following lemma.
Lemma 3.2.2. Let M be a compact manifold and g1, g2 two Riemannian
metrics. There exists a real constant A > 0 such that for each v ∈ TM :

1
A
g1(v, v) ≤ g2(v, v) ≤ Ag1(v, v).

Proof. Consider the subset

X = {w ∈ TM | g1(w,w) = 1} ⊂ TM

which is a compact subset since M is compact. Then define the real numbers

A1 = min
w∈X

g2(w,w) and A2 = max
w∈X

g2(w,w)

which exist since X is compact. Clearly, A1 is non-zero since every w ∈ X is
non-zero. Thus, there exists a real number A > 0 such that 1

A ≤ A1 ≤ A2 ≤ A.
Next, for any v ∈ TM , we can write v =

√
g1(v, v) · w for some w ∈ X. For w,

we have
1
A

≤ g2(w,w) ≤ A.

Multiplying the inequalities with g1(v, v), we find the desired inequality.
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Using this lemma, it is then not hard to show the following:

Corollary 3.2.3. Let M be a compact manifold. If a diffeomorphism is Anosov
with respect to some Riemannian metric on M , then it is Anosov with respect
to any Riemannian metric on M .

For an Anosov diffeomorphism f : M → M on a compact manifold, define for
each p ∈ M the following subsets:

W s(p) =
{
q ∈ M

∣∣∣∣ lim
k→∞

d(fk(p), fk(q)) = 0
}
,

Wu(p) =
{
q ∈ M

∣∣∣∣ lim
k→∞

d(f−k(p), f−k(q)) = 0
}

where d is the metric induced by some Riemannian metric on M (it does not
matter which one since M is compact). These subsets are called the stable
and unstable manifolds, respectively. The following theorem is known as the
stable manifold theorem and is here stated in the specific case of an Anosov
diffeomorphism. It justifies why we call these subsets manifolds.

Theorem 3.2.4. Let f : M → M be an Anosov diffeomorphism on a compact
manifold M . For any p ∈ M , the subsets W s(p) and Wu(p) are C∞ immersed
submanifolds with

TxW
s(p) = Esx and TyW

u(p) = Euy

for any x ∈ W s(p) and y ∈ Wu(p).

Note that the collections {W s(p) | p ∈ M} and {Wu(p) | p ∈ M} are partitions
of the manifold M .

Definition 3.2.5. Let M be an n-dimensional manifold. A Ck-foliation with Cl-
leaves is a collection F of Cl immersed connected m-dimensional submanifolds
(called the leaves), such that F is a partition of M and such that for any p ∈ M ,
there is a Ck map

φ : U → Rn : q 7→ (φ1(q), . . . , φn(q))

from a neighbourhood U of p such that every leaf of F intersects U either in
the empty set or in a countable union of subsets of the form

{q ∈ U | φm+1(q) = cm+1, . . . , φn(q) = cn}

with cm+1, . . . , cn ∈ R.
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Theorem 3.2.6. Let M be a compact manifold and f : M → M an Anosov
diffeomorphism. The collection of stable manifolds and the collection of unstable
manifolds both give a C0-foliation of M with C∞ leaves.

It is from these foliations and the fact that they give rise to a ‘local product
structure’ (see [Sma67, Theorem 7.4]), that the following dynamical property
(see Definition 3.1.8) of Anosov diffeomophisms can be proven.

Theorem 3.2.7. An Anosov diffeomorphism on a compact manifold is sensitive
to initial conditions.

The following theorem was proven by John Franks.

Theorem 3.2.8 ([Fra70]). For any Anosov diffeomorphism f on a compact
manifold M it holds that Per(f) is dense in NW(f).

It leaves open the following question.

Question 3.2.9. Is the non-wandering set of an Anosov diffeomorphism on a
compact manifold equal to the whole manifold?

A related unanswered question is the following.

Question 3.2.10. Does every Anosov diffeomorphism on a compact manifold
have a fixed point?

Recall Definition 3.1.15. The last theorem of this section is the celebrated result
of Dmitri Anosov and is the reason why the diffeomorphisms carry his name.

Theorem 3.2.11 ([Ano69]). Anosov diffeomorphisms are structurally stable.
Moreover, the set of Anosov diffeomorphisms is an open subset of Diff(M).

3.3 Anosov flows

In this section, we introduce the time-continuous analogue of an Anosov
diffeomorphism. They are related to one another by the Poincaré suspension.
The discussion is based on [AS67].

We first introduce a CDS which one can naturally associate to any Riemannian
manifold (M, g). The unit tangent bundle is the subset UTM ⊂ TM defined by

UTM = {v ∈ TM | g(v, v) = 1}.
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It is an embedded submanifold of TM . Note that there is a canonical choice of
Riemannian metric on TM called the Sasaki metric (see [Sas58] and [Sas62]).
We thus also have a natural induced Riemannian metric on UTM .

A smooth curve γ : [a, b] → M in a Riemannian manifold (M, g) is said to be
a geodesic if it satisfies the equation ∇γ′γ′ = 0 on the interval [a, b]. In the
particular case of a compact manifold M , the Hopf-Rinow theorem tells us that
for any v ∈ TM , there exists a unique geodesic γv : R → M such that γ′

v(0) = v.
Since the velocity of geodesics is constant, we also have that ∥γ′

v(t)∥ = ∥v∥ for
all t ∈ R.

Thus, if (M, g) is a compact Riemannian manifold, we obtain a canonical CDS
(UTM,Φ) called the geodesic flow, defined by

Φ : R × UTM → UTM : (t, v) 7→ γ′
v(t).

As it turns out, if (M, g) is of strictly negative sectional curvature, this CDS
satisfies some remarkable properties with respect to the Sasaki metric on
UTM . Let us formulate these properties for an arbitrary CDS with a compact
underlying manifold. For a CDS (M,Φ), let us write Φt for the diffeomorphism
Φt : M → M : p 7→ Φ(t, p).

Definition 3.3.1. Let (M,Φ) be a CDS on a compact Riemannian manifold
(M, g). We say that (M,Φ) is an Anosov flow if there exists a continuous
splitting of the tangent bundle TM = E0 ⊕Eu ⊕Es and constants a > 0, c > 0
such that:

(i) the vector field X ∈ X(M) defined by X(p) = d

dt

∣∣∣∣
0

Φ(t, p) is non-vanishing,

(ii) for all t ∈ R the splitting TM = E0 ⊕ Eu ⊕ Es is dΦt-invariant,

(iii) at each p ∈ M , the vector space E0
p is spanned by X(p) and

∀v ∈ Eu : t ≥ 0 : ∥dΦt(v)∥ ≥ ceat∥v∥,

∀v ∈ Eu : t ≥ 0 : ∥dΦt(v)∥ ≤ 1
ceat

∥v∥.

Remark 3.3.2. Since the manifold is assumed to be compact, the metric is
not of importance in the definition of an Anosov flow, similar to the case of
Anosov diffeomorphisms. When going to another Riemannian metric, only the
constant c might change.

There is also a relation between Anosov flows and Anosov diffeomorphisms by
use of a Poincaré section.
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Proposition 3.3.3. Let (M,Φ) be a CDS with a compact global Poincaré
section N ⊂ M and associated Poincaré map f : N → N . Then (M,Φ) is an
Anosov flow if and only if f is an Anosov diffeomorphism. In particular, for
any Anosov diffeomorphism, the associated Poincaré suspension is an Anosov
flow.

The following result is proven in section 3 of [AS67]. It gives us a large class of
Anosov flows and thus, by the above proposition, a natural occurence of Anosov
diffeomorphisms when a Poincaré section is present.

Theorem 3.3.4. Let (M, g) be a compact Riemannian manifold of strictly
negative sectional curvature. The geodesic flow on M is an Anosov flow.

Let us illustrate this with an example.

Example 3.3.5 (The hyperbolic plane). Consider the hyperbolic plane H2

as introduced in Example 2.2.2 in Chapter 2. The geodesics in H2 are either
contained in circles with center on the line y = 0 or are contained in vertical
lines. Note that H2 is not compact, but we can make it compact by modding
out by a suitable cocompact discrete subgroup of isometries (see non-Euclidean
crystallographic groups and Fushian groups [Lyn74]). Since H has constant
strictly negative sectional curvature, its geodesic flow is Anosov. Let us illustrate,
by use of figures, how the splitting T (UTH2) = E0 ⊕Eu ⊕Es looks like. Since
tangent vectors in UTH2 are difficult to draw, we will give typical curves in
UTH2 which are tangent to one of the bundles E0, Eu or Es. Note that a curve
in UTH2 is a parametrization of unit tangent vectors in H2.

Figure 3.7: A typical curve in UTH2 tangent to E0. The curve is drawn as a
sequence of tangent vectors. The dashed line represents a geodesic in H2.
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Figure 3.8: A typical curve in UTH2 tangent to Eu. The curve is drawn as a
sequence of tangent vectors. The dashed lines represent geodesics in H2.

Figure 3.9: A typical curve in UTH2 tangent to Es. The curve is drawn as a
sequence of tangent vectors. The dashed lines represent geodesics in H2.
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3.4 Closed manifolds admitting an Anosov diffeo-
morphism

This section gives an introductory discussion on the following unsolved problem
in mathematics, which is also the title of this thesis.

Question 3.4.1. Which closed manifolds admit an Anosov diffeomorphism?

From here on all manifolds on which we consider an Anosov diffeomorphism
are assumed to be compact. An immediate consequence of the manifold being
compact is the following:

Lemma 3.4.2. Let f : M → M be an Anosov diffeomorphism on a compact
manifold M with associated continuous splitting TM = Eu ⊕ Es. It holds that
dimEup > 0 and dimEsp > 0 and thus that dimM ≥ 2.

Proof. If this were not the case, then, without loss of generality, we can assume
TM = Eu (otherwise, consider the Anosov diffeomorphism f−1). Let g be a
Riemannian metric on M and c > 0, λ > 1 the constants for which f is Anosov
with respect to g. Since fk is a diffeomorphism, it induces for any p, q ∈ M a
bijection from the set of smooth curves from p to q to the set of smooth curves
from fk(p) to fk(q). Under this bijection, it maps a curve of length a to a curve
of length at least cλka. By taking infimums of the lengths of curves in both
sets, we find that

d(fk(p), fk(q)) ≥ cλkd(p, q)
for any p, q ∈ M . Thus, this implies that distances between points on M
can become arbitrarily large. This is of course impossible since a compact
Riemannian manifold has finite diameter.

As a consequence, we see that the circle S1 does not admit an Anosov
diffeomorphism. In general, the existence of Anosov diffeomorphisms is rather
rare. There are several non-existence results in the literature. We list some of
them here.

• Any differentiable manifold with virtually polycyclic fundamental group,
universal cover with finite dimensional rational homology and first
integral cohomology isomorphic to Z, does not admit an Anosov
diffeomorphism [Hir71]. In particular, the mapping torus of a hyperbolic
toral automorphism does not admit an Anosov diffeomorphism.

• Every m-dimensional differentiable manifold of which the homology with
coefficients is Q is isomorphic to that of the m-dimensional sphere does not
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admit an Anosov diffeomorphism [Shi73]. In particular, all spheres, real
projective spaces and lens spaces do not admit an Anosov diffeomorphism.
For the latter two, one uses that the lift of an Anosov diffeomorphism to
the universal cover is also an Anosov diffeomorphism.

• Closed negatively curved manifolds do not admit Anosov diffeomorphisms
[Yan83] [GL16, Section 4].

• Certain products of manifolds with spheres do not admit Anosov
diffeomorphisms [GRH14]. In particular, if M is a product of spheres
such that there exists an odd k with Sk appearing exactly once in the
product, then M does not admit an Anosov diffeomorphism. Another
application is that the product of a torus with an odd dimensional sphere
of dimension at least 3, does not admit an Anosov diffeomorphism.

• Certain products of infra-nilmanifolds with aspherical manifolds do not
admit Anosov diffeomorphisms [GL16].

On the other hand, from Example 3.1.12, we know that the torus R2/Z2 does
admit an Anosov diffeomorphism, namely Arnold’s cat map. Recall that this
map was induced by a matrix of which the eigenvalues were not of absolute value
one. In the following section we discus some elementary result on these kind of
linear maps. In Section 3.4.2, we will generalize the example of Arnold’s cat map
to give the most general known way of constructing Anosov diffeomorphisms
on compact manifolds.

3.4.1 Hyperbolic linear maps

In this section we give some elementary results on invertible linear maps which
do not have eigenvalues of modulus one. These results are then used in the next
section to construct Anosov diffeomorphisms on compact manifolds.

Definition 3.4.3. Let V be a finite dimensional vector space over a subfield of
the complex numbers C. A linear map A : V → V is called hyperbolic if it is
invertible and all of its eigenvalues have modulus different from 1.

A hyperbolic linear map on a real vector space imposes a canonical decomposition
of this vector space.

Lemma 3.4.4. If V is a real finite dimensional vector space equipped with
a norm ∥ · ∥ and A ∈ GL(V ) is a hyperbolic linear map, then there exists an
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A-invariant decomposition V = V u ⊕ V s and constants c > 0, λ > 1 such that

∀v ∈ V u : ∀k ∈ N : ∥Akv∥ ≥ cλk∥v∥

∀v ∈ V s : ∀k ∈ N : ∥Akv∥ ≤ 1
cλk

∥v∥.

Moreover, the subspaces V u and V s are unique and can alternatively be
characterized as

V u =
{
v ∈ V

∣∣∣∣ lim
k→∞

A−kv = 0
}
,

V s =
{
v ∈ V

∣∣∣∣ lim
k→∞

Akv = 0
}
.

Proof. See for example Proposition 1.2.8 (p.24) of [KH95].

For a hyperbolic linear map A : V → V the above decomposition can be
constructed as follows. Let us write V C for the complexification V ⊗R C of the
real vector space V and note that A naturally extends to an invertible linear
map on V C. Let us write for any α ∈ C its associated generalized eigenspace of
A as

Vα =
{
v ∈ V C ∣∣ ∃k ∈ N : (A− α Id)kv = 0

}
.

This gives a direct sum decomposition

V C =
⊕

α∈Spec(A)

Vα

where Spec(A) is the set of eigenvalues of A. Now define

Ṽ u =
⊕

|α|>1

Vα and Ṽ s =
⊕

|α|<1

Vα.

Then since A is hyperbolic, it follows that V C = Ṽ u ⊕ Ṽ s. Moreover, since A
was originally defined over the real vector space V and complex conjugation
does not change the modulus of a complex number, it follows that the real
vector spaces

V u = V ∩ Ṽ u V s = V ∩ Ṽ s

have the same dimension as the complex vector spaces Ṽ u and Ṽ s, respectively.
It follows that we have a direct sum decomposition V = V u ⊕V s, which, as one
can check, agrees with the direct sum decomposition from the lemma above.
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Lemma 3.4.5. Let V be a real finite dimensional vector space equipped with
a norm ∥ · ∥. Consider a hyperbolic linear map A ∈ GL(V ) and a subgroup
H ≤ GL(V ) such that ∀h ∈ H, v ∈ V : ∥hv∥ = ∥v∥ and AHA−1 = H. If
V = V u ⊕ V s is the unique decomposition from the above lemma w.r.t. A, then
h(V u) = V u and h(V s) = V s for any h ∈ H.

Proof. Take any v ∈ V s, k ∈ N and h ∈ H. Note that there exists a h̃ ∈ H
such that Akh = h̃Ak. As a consequence, we find that

∥Akhv∥ = ∥h̃Akv∥ = ∥Akv∥

and thus that limk→∞ ∥Akhv∥ = 0. This implies that hv ∈ V s. By applying
the same argument to h−1, we find that h(V s) = V s. Analogously, we find that
h(V u) = V u.

3.4.2 Constructing Anosov diffeomorphisms

In what follows, we give the most general known way of constructing Anosov
diffeomorphisms on compact manifolds.

Take any connected and simply connected Lie group G together with a choice
of inner product ⟨·, ·⟩ on its Lie algebra g = TeG at the identity e ∈ G. Let
g denote the associated left-invariant Riemannian metric on G. Let Γ be a
subgroup of G⋊ Aut(G, ⟨·, ·⟩) where Aut(G, ⟨·, ·⟩) are those automorphisms of
G which preserve the inner product at the identity of G (and are therefore also
isometries of (G, g)). We also require the action of Γ on G to be cocompact,
properly discontinuous and free, such that the quotient Γ\G is a compact
manifold. Note that since every element of Γ acts on G by isometries with
respect to g, there is also an induced Riemannian metric on Γ\G.

Next, consider an affine map f = (b, φ) ∈ G⋊ Aut(G) such that:

(i) deφ : g → g is hyperbolic,

(ii) (b, φ)Γ(b, φ)−1 = Γ.

Due to condition (ii), f induces a diffeomorphism

f : Γ\G → Γ\G : Γg 7→ Γbφ(g).

Lemma 3.4.6. The map f is an Anosov diffeomorphism.
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Proof. Let g = V u ⊕ V s be the canonical decomposition from Lemma 3.4.4.
For any g ∈ G, write Lg : G → G : x 7→ gx for the left translation on G by g.
Define the following subspaces of TgG:

Eug = (deLg)(V u) and Esg = (deLg)(V s).

As one can check, this gives a continuous splitting of the tangent bundle
TG = Eu ⊕ Es. Write π : G⋊ Aut(G) → Aut(G) for the projection morphism.
From condition (i) it follows that φπ(Γ)φ−1 = π(Γ). Therefore Lemma 3.4.5
tells us that

π(γ)(V s) = V s and π(γ)(V u) = V u

for any γ ∈ Γ. It is not hard to show then that the splitting TG = Eu ⊕ Es

is γ-invariant for any γ ∈ Γ. As a consequence, the splitting descends to a
continuous splitting on the quotient Γ\G which we, with abuse of notation, also
write as T (Γ\G) = Eu ⊕ Es.

One easily verifies that for any g ∈ G it holds that

L−1
bφ(g) ◦ (b, φ) ◦ Lg = φ

and thus that we have the commutative diagram:

g TgG

g Tf(g)G

dLg

dφ df

dLf(g)

(3.2)

As a consequence, the behaviour of the derivative df : TG → TG is completely
determined by deφ : g → g (using left-translation to identify tangent spaces).
It is now easily verified that f : G → G satisfies the definition of an Anosov
diffeomorphism with respect to the previously defined continuous splitting
TG = Eu ⊕ Es and the constants c > 0, λ > 1 that we obtained from applying
Lemma 3.4.4 to deφ. At last, it follows that the induced map f is also an Anosov
diffeomorphism for the splitting T (Γ\G) = Eu ⊕ Es and the same constants
c > 0, λ > 1.

Remark 3.4.7. Note that when Γ contains only left-translations (i.e. Γ ⊂ G)
condition (ii) reduces to φ(Γ) = Γ.

Example 3.4.8 (Tori). Let G = Rn be the simply connected abelian Lie group
of dimension n. Consider the cocompact discrete subgroup Γ = Zn. The group
of automorphisms of G is equal to GLn(R) and the condition φ(Zn) = Zn for
any φ ∈ GLn(R) is equivalent to φ ∈ GLn(Z). Thus, to construct an Anosov
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diffeomorphism on the n-torus Zn\Rn we need a hyperbolic matrix in GLn(Z).
Such matrices can be found by, for example, combining the matrices

A =
(

2 1
1 1

)
and B =

3 2 1
2 2 1
1 1 1

 .

Indeed, both these matrices are hyperbolic and in GLn(Z) and thus so are the
block diagonal matricesA . . .

A

 and


B

A
. . .

A

 ,

which give examples in any even and odd dimension ≥ 2, respectively.

Example 3.4.9 (Smale’s non-toral example). Consider the direct product of
two real Heisenberg groups H(R) ×H(R). Its Lie algebra is the direct sum of
two Heisenberg Lie algebras h3 ⊕ h3. Let X1, Y1, Z1 be the basis as described in
Example 2.3.17 for the first copy of h3 and X2, Y2, Z2 this basis for the second
copy of h3. Let Γ0 ⊂ h3 ⊕h3 be the subset given by the (2Z)-span of the vectors

X1 +X2,
√

3(X1 −X2),

Y1 + Y2,
√

3(Y1 − Y2),

Z1 + Z2,
√

3(Z1 − Z2).

Let φ0 be the Lie algebra automorphism on h3 ⊕ h3 given by

X1 7→ ζX1 X2 7→ ζ−1X2

Y1 7→ ζ2Y1 Y2 7→ ζ−2Y2

Z1 7→ ζ3Z1 Z2 7→ ζ−3Z2

where ζ = 2 +
√

3. Next, define φ = exp(φ0) and Γ = exp(Γ0). It is not hard to
show that φ0(Γ0) = Γ0 and thus that φ(Γ) = Γ. Using the BCH-formula, one
can check that Γ is a subgroup and thus, using that exp is a diffeomorphism, a
cocompact lattice in H3(R) ×H3(R). We also have that deφ = φ0 is hyperbolic.
As a consequence, φ induces an Anosov diffeomorphism on the nilmanifold

Γ\ (H3(R) ×H3(R)) .
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This example is the first example of an Anosov diffeomorphism not on a torus
and was given originally by Stephen Smale in [Sma67].

Note that in the above examples, all Lie groups G are nilpotent. This is no
coincidence. As it turns out, condition (i) on page 61 has strong implications
on the structure of the underlying Lie algebra. This is one of the results of the
work of N. Jacobson on automorphisms and derivations of Lie algebras.

Theorem 3.4.10 ([Jac55]). If a finite dimensional Lie algebra (over any field)
admits an automorphism of which all eigenvalues are not roots of unity, then
the Lie algebra must be nilpotent.

In particular, a hyperbolic automorphism does not have eigenvalues which are
roots of unity. Thus, in the above construction, this implies that g is nilpotent
and thus that G is a simply connected nilpotent Lie group, which we now write
with N . Consequently, we also have that the group Γ ≤ N ⋊ Aut(N, ⟨·, ·⟩),
which is assumed to act cocompact, properly discontinuously and freely on N ,
is an almost-Bieberbach group modelled on N . This follows from Proposition
2.3.28. Finally, the manifold Γ\N must be an infra-nilmanifold.

Definition 3.4.11. Let Γ\N be an infra-nilmanifold and f = (b, φ) ∈ N ⋊
Aut(N) an affine map such that fΓf−1 = Γ. The induced map f : Γ\N →
Γ\N : Γx 7→ Γf(x) is called an affine automorphism on the infra-nilmanifold
Γ\N . In particular, when b is trivial, we say f is an automorphism of the
infra-nilmanifold Γ\N . We say f is hyperbolic if the Lie algebra automorphism
associated to φ is hyperbolic.

The above construction only provides examples of Anosov diffeomorphisms
which are affine automorphisms on infra-nilmanifolds. So far, no one has been
able to construct an example which is not topologically conjugate to one of this
kind, leading to the following conjecture which has been open since the ’60s.

Conjecture 3.4.12. Every Anosov diffeomorphism on a compact manifold
is topologically conjugate to a hyperbolic affine automorphism on an infra-
nilmanifold.

In [Man74], it was claimed that the conjecture must be true within the class
of infra-nilmanifolds. However, in [Dek12], some problems with the proof were
identified. For nilmanifolds, the statement does remain true.

Theorem 3.4.13 ([Man74], [Dek12]). Every Anosov diffeomorphism on a
nilmanifold is topologically conjugate to a hyperbolic automorphism on that
nilmanifold.
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In the case of infra-nilmanifolds, we can only say something about the existence.

Theorem 3.4.14 ([Dek12]). Let Γ\N be an infra-nilmanifold. The following
are equivalent:

(i) Γ\N admits an Anosov diffeomorphism

(ii) Γ\N admits a hyperbolic affine automorphism

(iii) Γ\N admits a hyperbolic automorphism

The implication (ii) to (iii) can be argued by combining Lemma 3.4.15 and
Lemma 3.4.16 from the next section.

3.4.3 Periodic points of hyperbolic affine automorphisms

In Section 3.2 we discussed the dynamics of Anosov diffeomorphisms on closed
manifolds and arrived at the open question which asks whether the non-
wandering set must be the whole manifold and thus whether the periodic
points are dense in the manifold. For those Anosov diffeomorphisms which
come in the form of a hyperbolic affine automorphism on an infra-nilmanifold,
the question has a positive answer.

First, we give the following elementary result which answers Question 3.2.10 in
the case of hyperbolic affine automorphisms on infra-nilmanifolds.

Lemma 3.4.15. Let N be a simply connected nilpotent Lie group and (b, φ) ∈
N ⋊ Aut(N). If deφ does not have eigenvalue 1, then the affine map f : N →
N : x 7→ bφ(x) has a fixed point.

Proof. We use induction on the nilpotency class of N . For the base case, assume
that N is abelian and thus isomorphic to the Lie group (Rn,+). A point x ∈ Rn
is then a fixed point of f = (b, φ) with φ ∈ GLn(R) if and only if

φx+ b = x ⇔ b = (Id −φ)x.

Since φ does not have eigenvalue 1, it follows that Id −φ is invertible and thus
that x = (Id −φ)−1b is a fixed point.

For the general case, let N be of nilpotency class c and assume the lemma holds
for lower nilpotency classes. One has an induced affine map on N/γc(N):

xγc(N) 7→ bφ(x)γc(N).
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Since N/γc(N) has nilpotency class c− 1, we can use the induction hypothesis
and find an x0 ∈ N such that

x0γc(N) = bφ(x0)γc(N).

Thus, there exists a y ∈ γc(N) such that bφ(x0) = x0y. Let ψ : γc(N) → γc(N)
be the restriction of φ to γc(N). Since γc(N) is isomorphic to (Rk,+) for some
k, ψ is a linear map, which, by the assumption, also does not have an eigenvalue
1 (otherwise so does deφ). Thus, we can consider the element z ∈ γc(N) defined
by

z = (Id −ψ)−1y.

As one can check, it thus holds that φ(z) = y−1z. As a consequence, the element
x = x0z satisfies

bφ(x) = bφ(x0)y−1z = x0yy
−1z = x0z = x

which means it is a fixed point of f .

The following lemma is an adapted version of Theorem 2.9. from [Der16b].

Lemma 3.4.16. An affine infra-nilmanifold automorphism with a fixed point
is topologically conjugate to an infra-nilmanifold automorphism.

Proof. Let Γ\N be an infra-nilmanifold with affine automorphism f : Γ\N →
Γ\N , where f = (b, φ) ∈ N ⋊ Aut(N) and fΓf−1 = Γ. Let Γy be the given
fixed point of f . Define a new almost-Bieberbach group

Γ′ = (y, 1)−1Γ(y, 1)

and the maps
h : Γ\N → Γ′\N : Γx 7→ Γ′y−1x

and
g : Γ′\N → Γ′\N : Γ′x 7→ Γ′φ(x).

As one can check, the maps above are well defined, h is a homeomorphism, g is
an infra-nilmanifold automorphism and h ◦ f = g ◦ h.

Theorem 3.4.17. Every hyperbolic affine automorphism on an infra-
nilmanifold has a fixed point and the set of periodic points is dense in the
manifold.
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Proof. Let Γ\N be an infra-nilmanifold with affine automorphism f : Γ\N →
Γ\N , where f = (b, φ) ∈ N ⋊ Aut(N) and fΓf−1 = Γ. By Lemma 3.4.15, we
know that f : N → N has a fixed point y ∈ N and thus Γy is a fixed point
of f . By Lemma 3.4.16, we can thus assume that b = 1 and thus that f is
a hyperbolic automorphism on Γ\N . Let H = Γ ∩ N be the group of pure
translations of Γ. Then we have that f(H) = φ(H) = H. Now, define for any
integer n > 0 the group

H
1
n = ⟨x ∈ N | xn ∈ H⟩.

As argued in [Der16b], we have [H 1
n : H] < ∞. If we write p : N → Γ\N for

the projection, it follows that the set Qn = p(H 1
n ) is finite. Moreover, since

φ(H) = H, we have φ(H 1
n ) = H

1
n and thus that f(Qn) = Qn. It follows that

all points in Qn are periodic points of f . Write HQ for the radicable hull of H
(see Definition 2.3.11). Then we can write H ⊂ HQ ⊂ N . Clearly, we have

p(HQ) = p

(⋃
n>0

H
1
n

)
=
⋃
n>0

Qn

and thus all points in this set are periodic points of f . Since HQ is a dense set
of N , it follows that p(HQ) is dense in Γ\N . Thus, we proved that the periodic
points of f are dense in Γ\N .

3.4.4 A characterization for existence on the Lie algebra

In this section we will give characterization for the existence of Anosov
diffeomorphisms on nilmanifolds on the level of the associated Lie algebra.
The idea is that this characterization is easier to check since on Lie algebras
one can use tools from linear algebra.

We start the discussion with the definition of a property of invertible linear
maps.

Definition 3.4.18. Let V be a finite dimensional vector space over a subfield
of the complex numbers C. An invertible linear map A : V → V is called
integer-like if its characteristic polynomial has integral coefficients and constant
term equal to 1 or −1.

Remark 3.4.19. Using the Frobenius normal form or rational canonical form,
it is not hard to see that if A : V → V is integer-like, then there exists a basis of
V with respect to which A is represented by a matrix with integer coefficients
and determinant equal to 1 or −1.
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Let N be a simply connected nilpotent Lie group and n the associated real
Lie algebra. Recall from Section 2.3.3 of Chapter 2 that for any cocompact
Lattice Γ ≤ N we have an associated rational form nQΓ ⊂ n. Using the theory of
polynomial permutations, K. Dekimpe proved the following theorem.

Theorem 3.4.20 ([Dek01]). Let Γ be a cocompact lattice in a simply connected
nilpotent Lie group N with Lie algebra n and write nQΓ ⊂ n for the associated
rational form of n. If φ ∈ Aut(N) satisfies that

(i) deφ is integer-like and

(ii) deφ(nQΓ) = nQΓ ,

then there exists a positive integer k > 0 such that φk(Γ) = Γ.

Combining this result with Theorem 3.4.13, one obtains the algebraic
characterization on the level of the Lie algebra.

Theorem 3.4.21 ([Dek01]). A nilmanifold Γ\N admits an Anosov diffeomor-
phism if and only if the rational Lie algebra nQΓ admits an integer-like hyperbolic
automorphism.

This characterization leads us to a research program which is focussed on
answering the following two questions.

Question 3.4.22. Given a real (or complex) Lie algebra, what are its rational
forms up to isomorphism?

Question 3.4.23. Which rational Lie algebras admit an integer-like hyperbolic
automorphism?

In chapters 5 and 6 we focus on questions 3.4.22 and 3.4.23, respectively.

3.5 Anosov diffeomorphisms versus expanding maps

Another type of map on a manifold which exhibits interesting dynamics under
iteration is the so called expanding map.

Definition 3.5.1. Let (M, g) be a Riemannian manifold. A differentiable map
f : M → M is said to be expanding if there exist constants c > 0, λ > 1 such
that

∀v ∈ TM : ∀k ∈ N : ∥dfkv∥ ≥ cλk∥v∥.
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Analogous to the case of Anosov diffeomorphisms (see Corollary 3.2.3), on
compact manifolds, the definition of an expanding map does not depend on the
choice of Riemannian metric.

Analogous to hyperbolic linear maps (Definition 3.4.3) and affine infra-
nilmanifold automorphisms (Definition 3.4.11), we make the following two
definitions.

Definition 3.5.2. Let V be a finite dimensional vector space over a subfield of
the complex numbers C. A linear map A : V → V is called expanding if all of
its eigenvalues have modulus strictly bigger than 1.

Definition 3.5.3. Let Γ\N be an infra-nilmanifold and f = (b, φ) ∈ N⋊Aut(N)
an affine map such that fΓf−1 ≤ Γ. The induced map f : Γ\N → Γ\N :
Γx 7→ Γf(x) is called an affine endomorphism on the infra-nilmanifold Γ\N . In
particular, when b is trivial, we say f is an endomorphism of the infra-nilmanifold
Γ\N . We say f is expanding if the Lie algebra automorphism associated to φ is
expanding.

By the work of J. Franks, M. Shub and M. Gromov, all expanding maps on
compact manifolds are classified up to topological conjugacy. We note that the
original statement used ‘expanding endomorphism’ instead of ‘expanding affine
endomorphism’ which is a false claim. This was corrected by K. Dekimpe in
[Dek12].

Theorem 3.5.4 ([Fra70] [Shu70] [Gro81]). Every expanding map on a compact
manifold is topologically conjugate to an expanding affine endomorphism on an
infra-nilmanifold.

Although the above result restricts the class of compact manifolds admitting
an expanding map to the class of infra-nilmanifolds, as with Anosov
diffeomorphisms, it is far from true that every infra-nilmanifold admits an
expanding map. Thus, there is a need for a characterization on the Lie algebra.
For such a characterization, we make the following definition.

Definition 3.5.5. A Lie algebra g is said to have a positive grading if it can
be written as a direct sum g = g1 ⊕ . . . ⊕ gk such that [gi, gj ] ⊆ gi+j for all
i, j ∈ {1, . . . , k}.

By the work of K. Dekimpe and J. Deré, we have the following characterization.

Theorem 3.5.6 ([DD16] [Der17]). Let Γ\N be an infra-nilmanifold and write
n for the real Lie algebra of N . Then the following are equivalent:

(i) Γ\N admits an expanding map,
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(ii) n admits an expanding automorphism,

(iii) n has a positive grading.

In particular, we see that the existence of an expanding map on Γ\N does not
depend on the choice of almost-Bieberbach group Γ.

It is clear that Anosov diffeomorphisms and expanding maps have similar
definitions. One can ask whether there is some relation between the existence
of the two on infra-nilmanifolds. Does one imply the other? One direction has
an easy counterexample: the circle R/Z admits an expanding map (namely
x+ Z 7→ 2x+ Z), but does not admit an Anosov diffeomorphism. For the other
direction, it is much harder to come up with a counterexample. In [Der17] J.
Deré constructs such a counterexample, but the dimension of the nilmanifold is
far from minimal. This raises the following question.

Question 3.5.7. What is the minimal dimension of an infra-nilmanifold which
admits an Anosov diffeomorphism, but no expanding map?

In Section 6.5 of Chapter 6, we give an answer to this question.



Chapter 4

Partially commutative
structures

In this chapter, we introduce groups and Lie algebras which are defined using
a graph. They are free (nilpotent) up to the fact that some of the generators
commute. The information of which generators commute is captured by the
graph. In the literature these objects are also referred to as graph groups or graph
algebras. In Section 4.6, we discus the automorphisms of the Lie algebra. In
particular, we prove that, for a fixed graph, the projection of the automorphism
group of the Lie algebra onto the abelianization does not depend on the chosen
nilpotentcy class of the Lie algebra (see Corollary 4.6.4). In Section 4.6.3,
we prove a result on the eigenvalues of vertex-diagonal automorphisms (see
Proposition 4.6.14). Both results will be used in the following chapters.

4.1 Graphs

We start by specifying what we mean by a graph.

Definition 4.1.1. A graph is a pair G = (V,E) where V is a finite set, which is
called the set of vertices, and E is a subset of {{v, w} | v, w ∈ V, v ̸= w}, which
is called the set of edges.

Two distinct vertices v and w for which {v, w} is an edge will be called adjacent.
We will call a graph empty if its set of edges is empty and we will call it complete
if any two distinct vertices are adjacent.

71
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Example 4.1.2. 1. A complete bipartite graph is a graph for which the
vertices V can be written as a disjoint union of subsets V = S1 ⊔ S2 such
that the edge set is equal to

E = {{v, w} | v ∈ S1, w ∈ S2}.

With other words every vertex from S1 is adjacent to every vertex in S2
and these constitute all edges in the graph. An example with |S1| = 3
and |S2| = 2 is drawn below.

2. Consider a set of vertices V = {1, . . . , n} with the set of edges E =
{{i, i+ 1} | 1 ≤ i ≤ n− 1}. The resulting graph is called the path graph
on n vertices and is drawn below for n = 5.

3. Consider a set of vertices V = {1, . . . , n} with the set of edges E =
{{i, i+ 1} | 1 ≤ i ≤ n− 1} ∪ {{n, 1}}. The resulting graph is called the
cycle graph on n vertices and is drawn below for n = 6.

For any set S, we will write Perm(S) for the group of permutations on S. The
automorphisms of a graph G = (V,E) are the permutations on the vertices V
that preserve the edges. They form a group under composition which we will
write as

Aut(G) = {φ ∈ Perm(V ) | ∀e ∈ E : φ(e) ∈ E}.

A tuple of vertices (v1, . . . , vn) ∈ V n will be called a walk (of length n) in G if
for any i ∈ {1, . . . , n− 1} it holds that {vi, vi+1} ∈ E. A walk (v1, . . . , vn) for
which all vertices v1, . . . , vn are distinct is called a path. A walk (v1, . . . , vn) for
which only the vertices v1 and vn are equal is called a cycle. This brings us to
an important notion in graph theory.
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Definition 4.1.3. Let G = (V,E) be a graph. A subset X ⊂ V is called
connected in G if for any two vertices v, w ∈ X there exists a walk (v1, . . . , vn)
in G such that v1 = v, vn = w and vi ∈ X for all i ∈ {1, . . . , n}. The graph G
is called connected if V is connected in G.

We can now also define an important subclass of graphs.

Definition 4.1.4. A graph G = (V,E) is called a forest if G has no cycles. If
in addition G is connected, we call G a tree.

In what follows, we give some definitions which play a central role in the study
of automorphisms of partially commutative structures. See for instance [Lau95],
[DM23] and Section 4.6.2.

Let G = (V,E) be a graph. The (open) neighbourhood of a vertex v is defined as

N(v) = {w ∈ V | {v, w} ∈ E}.

Note that v is not contained in its open neighbourhood N(v). The closed
neighbourhood of v is defined as

N [v] = N(v) ∪ {v}.

This allows us to define a relation ≺ on the vertices by

v ≺ w ⇔ N(v) ⊂ N [w].

We also say w dominates v. This relation is a preorder, i.e. a relation which is
reflexive and transitive but not necessarily anti-symmetric. One way to resolve
the lack of anti-symmetry is to identify vertices which mutually dominate each
other. We define the equivalence relation ∼ on V by

v ∼ w ⇔ v ≺ w ∧ v ≻ w.

Equivalently, we have v ∼ w if and only if N(v) = N(w) or N [v] = N [w]. Again
equivalent to that is saying that v ∼ w if and only if the transposition of v with
w (leaving all other vertices fixed) defines a graph automorphism of G.

An equivalence class [v] = {w ∈ V | w ∼ v} is called a coherent component and

ΛG = V/ ∼

denotes the set of all coherent components. Note that the relation ≺ on V
induces a relation ≺ on the coherent components ΛG defined by

λ≺µ ⇔ ∃v ∈ λ, w ∈ µ : v ≺ w

⇔ ∀v ∈ λ, w ∈ µ : v ≺ w.
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This relation is reflexive, transitive and anti-symmetric and thus gives a partial
order on ΛG .

Example 4.1.5. Consider the graph as drawn below:

v1

v2

v3

v4

v5 v6

The coherent components are given by {v1, v2}, {v3, v4}, {v5}, {v6} and satisfy
the relations {v1, v2}≺{v3, v4}, {v1, v2}≺{v5} and {v6}≺{v5}.

Remark 4.1.6. Let λ, µ ∈ ΛG be two (not necessarily distinct) coherent
components of G. The following observation is an easy exercise: if there exists a
vertex in λ which is adjacent to a vertex in µ, then all vertices in λ are adjacent
to all vertices in µ.

Following the above remark, it is natural to define a new graph on the coherent
components. The quotient graph of a graph G = (V,E) is defined as the triple:

G = (ΛG , E,Φ)

where
E = { {[v], [w]} | v, w ∈ V, {v, w} ∈ E}

and
Φ : ΛG → N : λ 7→ |λ|.

Example 4.1.7. Consider the graph from Example 4.1.5. The quotient graph
can be represented by the drawing below. The numbers denote the cardinalities
of the coherent components. A loop is drawn at those coherent components λ
for which {λ} ∈ E.

2 2 1 1

Example 4.1.8. Consider the cycle graph on 4 vertices. The vertices
are given by V = {v1, v2, v3, v4} and the edges are given by E =
{{v1, v2}, {v2, v3}, {v3, v4}, {v1, v4}}.
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v4

v1

v3

v2

The coherent components are then given by ΛG = {{v1, v3}, {v2, v4}} and the
quotient graph can be represented by the drawing below.

2 2

The reason that we incorporate the map Φ into the definition of the quotient
graph is to define its automorphism group in a suitable way:

Aut
(
G
)

= {φ ∈ Perm(ΛG) | ∀e ∈ E : φ(e) ∈ E,Φ ◦ φ = Φ}.

Note that for any graph automorphism φ ∈ Aut(G) and any vertices v, w ∈ V
it holds that v ∼ w ⇔ φ(v) ∼ φ(w). As a consequence, φ induces an
automorphism on the quotient graph φ ∈ Aut(G) by φ([v]) = [φ(v)] for any
v ∈ V . Thus, we get a group morphism from Aut(G) to Aut(G), which fits in
the short exact sequence:

1 −→
∏
λ∈ΛG

Perm(λ) −→ Aut(G) −→ Aut(G) −→ 1. (4.1)

Remark 4.1.9. The above short exact sequence is right-split, i.e. there exists
a group morphism r : Aut(G) → Aut(G) such that r(φ) = φ for all φ ∈ Aut(G).
One can explicitly construct such a morphism as follows. Order the vertices in
each coherent component λ ∈ ΛG as

λ = {vλ,1, vλ,2, . . . , vλ,|λ|}.

Using these orders, define for any φ ∈ Aut(G), λ ∈ ΛG and 1 ≤ i ≤ |λ|:

r(φ)(vλ,i) = vφ(λ),i.

We end this section with a note on the asymptotic behaviour of a property of
graphs with respect to the number of vertices. Two graphs G1 = (V1, E1) and
G2 = (V2, E2) are said to be isomorphic if there exists a bijection ϕ : V1 → V2
such that the assignment {v, w} 7→ {ϕ(v), ϕ(w)} defines a bijection from E1 to
E2. Let P be a property of graphs, invariant under isomorphism. Let N(k)
denote the total number of isomorphism classes of graphs on k vertices and
N(P, k) the total number of isomorphism classes of graphs on k vertices which
have property P.
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Definition 4.1.10. The property P is said to hold for almost all unlabelled
graphs if

lim
k→∞

N(P, k)
N(k) = 1.

The term ‘unlabelled’ refers to the fact that we count the graphs up to
isomorphism and thus we do not use labels on the vertices. As a consequence
of a classical result of Erdös and Rényi on labelled graphs [ER63], the following
statement is argued in section 1.6 of [Bab95].

Theorem 4.1.11. Almost all unlabelled graphs have a trivial automorphism
group.

In the next section, we associate several algebraic structures to a graph G. Later
in this thesis, when we prove properties of these associated algebraic structures,
we will use the above theorem to find a corollary regarding the asymptotic
behaviour of that property.

4.2 The associated algebraic structures

In this section we associate algebraic structures to a graph. The graph encodes
commutation relations among the generators. As a result, some generators
commute, while others do not. This is the reason why these structures are often
referred to as (free) partially commutative.

The monoid Let G = (V,E) be a graph. Consider the monoid W(V ) of all
words on the alphabet V . This set also contains the empty word, which we denote
by ∅. We define the relation ↔ on W(V ) by saying for any w1, w2 ∈ W(V )
that w1 ↔ w2 if and only if w1 = u1v1v2u2 and w2 = u1v2v1u2 for some words
u1, u2 ∈ W(V ) and some vertices v1, v2 ∈ V with {v1, v2} /∈ E. This relation is
reflexive and symmetric, but not transitive. From this relation, we define the
equivalence relation ∼ on W(V ) by:

w1 ∼ w2 ⇔ ∃w̃1, . . . , w̃n ∈ W(V ) : w1 ↔ w̃1 ↔ . . . ↔ w̃n ↔ w2.

One can check that this relation behaves well with respect to the product on
W(V ). Indeed, when w1 ∼ w2 and u1 ∼ u2, then also w1w2 ∼ u1u2. As a
consequence, we can define the monoid

M(G) = W(V )/ ∼

which we refer to as the (free) partially commutative monoid associated to G.
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The group Let G = (V,E) be a graph. The (free) partially commutative group
(or right-angled Artin group or graph group) associated to the graph G is the
group defined by the presentation

A(G) = ⟨V | [v, w] = 1; {v, w} /∈ E⟩.

where [v, w] = vwv−1w−1 is the commutator of two group elements. We can
make this group nilpotent by modding out a subgroup from the lower central
series. The free c-step nilpotent partially commutative group associated to a
non-empty graph G is then defined as

A(G, c) = A(G)/γc+1(A(G)).

These groups are torsion-free finitely generated nilpotent groups, see for instance
Theorem 6.4. in [Wad15].

The Lie algebra Let G = (V,E) be a graph and K a field. Write f(V ) for
the free Lie algebra on V over the field K. Define i(G) as the Lie ideal of f(V )
generated by the Lie brakets [v, w] for v, w ∈ V and {v, w} /∈ E. The (free)
partially commutative Lie algebra over K associated to G is then defined by

gK(G) = f(V )/i(G).

We can make this Lie algebra nilpotent by modding out an ideal from its lower
central series. The free c-step nilpotent partially commutative Lie algebra over
K associated to a non-empty graph G is defined as

nK(G, c) = gK(G)/γc+1(gK(G)).

Example 4.2.1. 1. If G is the complete graph on n vertices, then M(G),
A(G) and gK(G) are the free monoid, free group and free Lie algebra,
respectively, each on n generators.

2. If G is the empty graph on n vertices, then M(G) is isomorphic to the
abelian monoid (Nn,+), A(G) is isomorphic to the free abelian group
(Zn,+) and gK(G) is isomorphic to the abelian Lie algebra Kn.

3. If G is a complete bipartite graph on n+m vertices, then A(G) is a free
product of two free abelian groups of rank n and m.

4. If G is the graph with two vertices and one edge, as drawn below, then the
group A(G, 2) is isomorphic to the Heisenberg group H(Z) from Example
2.3.4. The Lie algebra nK(G, 2) is the so called Heisenberg Lie algebra
(over the field K).
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Remark 4.2.2. We note here that in the literature, the opposite convention is
often used to define these algebraic structures, namely that two vertices v, w
commute if and only if {v, w} ∈ E.

Remark 4.2.3 (Universal property). Note that the above algebraic structures
all satisfy the following universal property. Let G = (V,E) be a graph and K
a field. Let X(G) be one of the algebraic structures: M(G), A(G) or gK(G),
and let Y be a monoid, a group or a Lie algebra over K, respectively. For any
injection i : V → Y such that i(v) and i(w) commute whenever {v, w} /∈ E,
there exists a unique homomorphism f : X(G) → Y which makes the following
diagram commutative:

X(G) Y

V

f

i

Moreover, the algebraic structures M(G), A(G) and gK(G) are uniquely
determined by this property, up to isomorphism.

4.3 A connection between group and Lie algebra

In this section we show how the partially commutative Lie algebra can be
obtained from the corresponding partially commutative group by use of a
general construction on groups. First, let us define gradings on Lie algebras.

4.3.1 Gradings on Lie algebras

The discussion in this section is partially based on [Cor16].

Definition 4.3.1. Let g be a Lie algebra and G a group. A G-grading for g is
a direct sum decomposition of g as a vector space

g =
⊕
x∈G

gx

such that [gx, gy] ⊂ gxy for any x, y ∈ G. In the particular case where G is
equal to Z,+, we say the grading is

(i) a non-negative grading if gi = {0} for any i < 0,

(ii) a positive grading if gi = {0} for any i ≤ 0,
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(iii) a Carnot grading if g1 generates g as a Lie algebra.

Remark 4.3.2. Note that if g =
⊕

i∈Z gi is a Carnot grading, then g1 generates
g and thus

g = g1 + [g1, g1] + [g1, [g1, g1]] + [g1, [g1, [g1, g1]]] + . . .

Additionally, one has the inclusions

[g1, g1] ⊂ g2, [g1, [g1, g1]] ⊂ g3, [g1, [g1, [g1, g1]]] ⊂ g4, . . . (4.2)

Hence we see that the above inclusions must be equalities and thus we get

∀i ≤ 0 : gi = {0} and ∀i > 0 : [g1, gi] = gi+1.

From this it follows that we have the implications

Carnot grading ⇒ positive grading ⇒ non-negative grading.

The free Lie algebra is a prime example of a Lie algebra having a Carnot grading.
Indeed if f(X) is the free Lie algebra on the set X over K, then the inductively
defined subspaces

f1(X) = spanK(X), fi+1(X) = [f1(X), fi(X)]

give a Carnot grading of f(X). In this thesis, this will always be the grading
considered on the free Lie algebra.

Definition 4.3.3. Let G be a group and g =
⊕

x∈G gx and h =
⊕

x∈G hx two
Lie algebras with a G-grading.

(i) A homomorphism φ : g → h will be called a graded homomorphism if
φ(gx) ⊂ hx for any x ∈ G.

(ii) An automorphism φ of g will be called a graded automorphism if φ(gx) =
gx for any x ∈ G. The subgroup of Aut(g) consisting of all graded
automorphisms of g will be written as Autg(g) (whenever it is clear what
the chosen grading on g is).

(iii) An ideal i of g will be called a graded ideal if

i =
⊕
x∈G

i ∩ gx.

The proof of the following lemma is left as an exercise to the reader.
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Lemma 4.3.4. Let g be a Lie algebra with a G-grading gx, x ∈ G. Let i be a
graded ideal of g and write π : g → g/i for the projection morphism. The Lie
algebra g/i is also G-graded with grading given by π(gx), x ∈ G. Moreover, if
the grading on g is non-negative, positive or Carnot, then the grading on g/i is
also non-negative, positive or Carnot, respectively.

Let G = (V,E) be a graph. The ideal i(G) of f(V ) (as defined in Section 4.2) is
clearly a graded ideal of f(V ). By the above lemma, we obtain a Carnot grading
on gK(G). For the remainder of the thesis, this will always be the grading
considered on gK(G) and we write it as

gK(G) =
∞⊕
i=1

gKi (G).

As one can check, we have for the lower central series of gK(G) that

γc+1(gK(G)) =
⊕
i>c

gKi (G)

for any c > 0. Thus, the ideal γc+1(gK(G)) is a graded ideal of gK(G). Again
by the above lemma, we obtain a Carnot grading on nK(G, c), which we will
write as

nK(G, c) =
∞⊕
i=1

nKi (G, c). (4.3)

Note that this grading satisfies nKi (G, c) = {0} for all i > c.

Note that one can construct from any Lie algebra g a positively graded Lie
algebra gr(g). This Lie algebra is defined as the direct sum

gr(g) =
⊕
i>0

γi(g)/γi+1(g)

equipped with the Lie bracket

[X + γi+1(g), Y + γj+1(g)] = [X,Y ] + γi+j+1(g)

for any X ∈ γi(g) and Y ∈ γj(g) and extending this definition linearly to all of
gr(g). In fact, when g is nilpotent, g having a Carnot grading is equivalent to
g ∼= gr(g).

The proof of the following lemma is left as an exercise to the reader.

Lemma 4.3.5. Let g be a Lie algebra with Carnot grading g =
⊕∞

i=1 gi, β a
basis for g1 and f(β) the free Lie algebra on β, defined over the same field as g.
The induced homomorphism

f : f(β) → g
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is surjective and satisfies f(fi(β)) ⊂ gi for any i > 0, or equivalently, ker(f) is
a graded ideal of f(β). Moreover, g ∼= f(β)/ ker(f).

Remark 4.3.6. Note that Lemma 4.3.4 and Lemma 4.3.5 combined tell us
that the Carnot Lie algebras are essentially all Lie algebras obtained by taking
the quotient of a free Lie algebra by one of its graded ideals.

4.3.2 The Lie ring construction

In this paragraph we recall a well-known construction which associates to any
group G a Lie ring L(G), see [Laz54]. First let us recall the definition of a Lie
ring.

Definition 4.3.7. A Lie ring is an abelian group (L,+) together with a
Z-bilinear map [·, ·] : L× L → L : (x, y) 7→ [x, y] which satisfies

(i) ∀x ∈ L : [x, x] = 0,

(ii) ∀x, y, z ∈ L : [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.

Remark 4.3.8. Notice the similarity with the definition of a Lie algebra in
Definition 2.3.14. It is therefore not surprising that for any Lie ring L and field
K, the tensor product L⊗Z K is a Lie algebra over K.

Let G be any group. Note that for any i > 0 one can define the abelian group

Li(G) = γi(G)/γi+1(G).

We define the Lie ring associated to G as the following direct sum of these
abelian groups

L(G) =
∞⊕
i=1

Li(G)

together with a bracket defined by

[x γi+1(G), y γj+1(G)] = [x, y] γi+j+1(G)

= xyx−1y−1 γi+j+1(G)

for any i, j > 0, xγi+1(G) ∈ Li(G), yγj+1(G) ∈ Lj(G) and extending this
bilinearly to all of L(G). A proof that L(G) indeed defines a Lie ring as well as
a more general approach using any central series of G, can be found in [Wad15].

Note that L defines a functor

L : Grp → LieRing
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Composing L with the tensor product functor (restricted to LieRing)

K⊗Z : LieRing → LieAlgK

one obtains a functor

LK = K ⊗Z L : Grp → LieAlgK .

Clearly, since L(G) was defined as a direct sum, so is LK(G):

LK(G) =
∞⊕
i=1

LKi (G), with LKi (G) ∼= K ⊗Z Li(G).

In fact, from the definition of L(G), it follows that this direct sum is a positive
grading for the Lie algebra LK(G). Moreover, if G is a finitely generated group,
it follows from [Wad15, Proposition 2.5] that LK(G) is generated by LK1 (G)
and thus that LK(G) =

⊕∞
i=1 L

K
i (G) is a Carnot grading. The following lemma

is left as an exercise to the reader (see also Remark 4.3.2).

Lemma 4.3.9. Let G be a finitely generated group and K a field. For any
i > 0, we have

γi(LK(G)) =
∞⊕
j=i

LKj (G).

Moreover, we have a natural isomorphism

LK(G)
γi+1(LK(G))

∼= LK
(

G

γi+1(G)

)
.

Note that by the universal property of gK(G) (see Remark 4.2.3), we get from
the injection

V → LK(A(G)) : v 7→ vγ2(A(G)) ⊗ 1,

a Lie algebra homomorphism

α : gK(G) → LK(A(G)). (4.4)

Note that α maps representatives of vertices in gK(G) to its corresponding
representatives of vertices in LK(A(G)). Moreover, we have the following
theorem.

Theorem 4.3.10 ([DK92]). Let G be a graph, K a field and A(G), gK(G) its
associated group and Lie algebra, respectively. The morphism α, as defined in
(4.4), is an isomorphism which preserves the gradings on both Lie algebras.
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Combining this theorem with Lemma 4.3.9 from above, we find for all c > 1
the natural isomorphism:

nK(G, c) = gK(G)
γc+1(gK(G))

∼=
LK (A(G))

γc+1 (LK (A(G)))
∼= LK (A(G, c)) . (4.5)

Remark 4.3.11. Note that any automorphism on A(G) induces an automor-
phism on LK(A(G)). By the isomorphism in (4.4), we now also get an induced
automorphism on gK(G). The same holds for the group A(G, c) and the Lie
algebra nK(G, c).

4.4 A basis for the Lie algebra

In this section we give a method for writing down a basis for the partially
commutative Lie algebra. The method and notation are based on [Wad15], but
the original work on these bases can be found in [KL93], [Lal93] and [Lal95].

Lyndon elements Let G be a graph. Recall from Section 4.2 the definition
of the partially commutative monoid M(G) as the quotient of W(V ) by the
equivalence relation ∼. Let us write π for the associated projection map

π : W(V ) → M(G) : w 7→ w.

From here we fix a total order ≤ on the vertices. Note that this induces a total
order on W(V ) known as the lexicographical order. It is the unique total order
≤ on W(V ) satisfying the following axioms:

(i) ∀w ∈ W(V ) : ∅ ≤ w.

(ii) ∀w1, w2 ∈ W(V ), v ∈ V : if w1 ≤ w2 then vw1 ≤ vw2.

(iii) ∀w1, w2 ∈ W(V ), v1, v2 ∈ V : if v1 < v2 then v1w1 ≤ v2w2.

This order on W(V ) allows us to choose an element from each equivalence class
of M(G).

Definition 4.4.1. For any m ∈ M(G), we define the standard representative
std(m) of m as the maximum of the set π−1(m) with respect to the
lexicographical order on W(V ).



84 PARTIALLY COMMUTATIVE STRUCTURES

Using this map std : M(G) → W(V ), we can define a total order on M(G) by

x ≤ y ⇔ std(x) ≤ std(y)

for any x, y ∈ M(G).
Example 4.4.2. Consider the path graph on 3 vertices G = (V,E) with
V = {v1, v2, v3} and E = {{v1, v2}, {v2, v3}} as drawn below.

v1 v2 v3

Let the total order on V be the one induced by the indices: v1 < v2 < v3. We
have

std(v1v2v3) = v1v2v3, std(v1v1v3) = v3v1v1.

Thus, we see that v1v2v3 ≤ v1v1v3.

Next, we will define conjugacy classes in M(G). We say two elements m1,m2
are preconjugate, written m1Pm2, if there exist elements x, y ∈ M(G) such that
m1 = xy and m2 = yx. Note that this relation is reflexive and symmetric, but
not transitive. We say two elements m1,m2 are conjugate, written m1Cm2, if
there exist elements x1, . . . , xn ∈ M(G) such that

m1Px1, x1Px2, . . . , xn−1Pxn, xnPm2.

Note that being conjugate is an equivalence relation on M(G). We call its
equivalence classes the conjugacy classes in M(G).

At last, we say an element m ∈ M(G) is primitive if for any x, y ∈ M(G) such
that m = xy = yx it holds that x = ∅ or y = ∅.

Now we are ready to define the notion of the Lyndon elements in M(G).
Definition 4.4.3. An element in M(G) is said to be a Lyndon element if it
is not equal to ∅, it is primitive and it is minimal in its conjugacy class. The
subset of Lyndon elements in M(G) is written as LE(G).
Remark 4.4.4. Note that the set LE(G) depends on the chosen total order
≤ on the vertices V . If G is the complete graph, then M(G) is isomorphic to
W(V ) and the resulting Lyndon elements in M(G) correspond to the well-known
Lyndon words (see chapter 5 in [Lot97]).

The length of a word w ∈ W(V ) is defined inductively as follows. The length
of an element of V is set to 1 and if w can be written as a product w = w1w2
for non-empty words w1, w2 ∈ W(V ), then the length of w is the sum of the
lengths of w1 and w2. The length of an element w ∈ M(G) is defined as the
length of its representative w. As one can check, this is well-defined.
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Example 4.4.5. Consider the same graph and order on the vertices as in
Example 4.4.2. The standard representatives of the Lyndon elements in M(G)
are given by

Length 1: v1, v2, v3,

Length 2: v1v2, v2v3

Length 3: v2
1v2, v1v

2
2 , v

2
2v3, v2v

2
3 , v1v2v3

Length 4: v3
1v2, v

2
1v

2
2 , v1v

3
2 , v

3
2v3, v

2
2v

2
3 , v2v

3
3 ,

v2
1v2v3, v1v

2
2v3, v1v2v

2
3 , v1v2v3v2.

The element v1v3 is not a Lyndon element since it is not primitive. The element
v1v3v2 is not a Lyndon element, since it is conjugate to v1v2v3, which is strictly
smaller. Thus v1v3v2 is not minimal in its conjugacy class.

The Lyndon elements can also be characterized in different equivalent ways. In
order to do so, we introduce some notation:

• For any w ∈ W(V ), the support of w, written as supp(w), is the subset of
V containing all letters that occur in the word w. This definition descends
also to the monoid M(G). Thus, supp(w) = supp(w).

• For any m ∈ M(G), we write init(m) for the subset of V containing
all letters that can occur as the first letter of a word representing the
equivalence class m.

• For any m ∈ M(G), we define

ζ(m) =
⋃

v∈supp(m)

N [v],

where we recall the definition of the closed neighbourhood N [v] of a vertex
v from Section 4.1.

A proof of the following characterization can be found in [KL93, Propositions
3.5, 3.6 and 3.7].

Theorem 4.4.6. Let G = (V,E) be a graph. For any m ∈ M(G), the following
are equivalent:

(i) m is a Lyndon element.
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(ii) For all x, y ∈ M(G) \ {∅}: if m = xy, then m < y.

(iii) Either |m| = 1 or there exist Lyndon elements x, y ∈ LE(G) such that
x < y, init(y) ⊂ ζ(x) and m = xy.

(iv) std(m) is a Lyndon word.

Standard bracketing Let X be a set. We define the bracket words on X
inductively as follows:

(i) There is one bracket word of length 0, namely the empty word ∅.

(ii) The bracket words of length 1 are the elements of X.

(iii) The bracket words of length k > 1 are the expressions of the form [b1, b2],
where b1 and b2 are bracket words of length k1 and k2, respectively and
such that k1 + k2 = k.

The set of bracket words on X is written as BW(X). This set is also known as
the set of non-associative words on X.

Let G = (V,E) be a graph and fix a total order ≤ on the vertices V . We
write LE′(G) for the set of Lyndon elements of length at least 2. The standard
factorization is a map F : LE′(G) → LE(G) × LE(G), defined by

F (m) = (x, y) where m = xy

and
y = min{y′ ∈ LE(G) | x′ ∈ LE(G), m = x′y′}.

The standard factorization behaves well with respect to the standard
representative. If F (m) = (x, y), then

std(m) = std(x) std(y).

By repeating this standard factorization on a Lyndon element, we get a map

Θ : LE(G) → BW(V ),

called the standard bracketing, defined inductively by

Θ(m) = [Θ(x),Θ(y)] for F (m) = (x, y).
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Example 4.4.7. The standard bracketing of the Lyndon elements of length at
least 2 as given in Example 4.4.5, in the same order, is given by

Length 2: [v1, v2], [v2, v3]

Length 3: [v1, [v1, v2]], [[v1, v2], v2], [v2, [v2, v3]], [[v2, v3], v3], [v1, [v2, v3]]

Length 4: [v1, [v1, [v1, v2]]], [v1, [[v1, v2], v2]], [[[v1, v2], v2], v2],

[v2, [v2, [v2, v3]]], [v2, [[v2, v3], v3]], [[[v2, v3], v3], v3],

[v1, [v1, [v2, v3]]], [v1, [v2, [v2, v3]]], [v1, [[v2, v3], v3]],

[[v1, [v2, v3]], v2].

The basis Let G = (V,E) be a graph and let g be a Lie algebra together with
an inclusion i : V → g. Note that there is a canonical evaluation map

evi : BW(V ) → g,

defined inductively on the length of the bracket words according to the rule
evi([b1, b2]) = [evi(b1), evi(b2)] for any bracket words b1, b2 ∈ BW(V ). For the
Lie algebras gK(G) and nK(G, c), there is a canonical inclusion of the vertices
into these Lie algebras and thus we do not need to specify it. We thus write
these maps as

ev : BW(V ) → gK(G).

and
evc : BW(V ) → nK(G, c).

At last, let us write LE(G, c) for all Lyndon elements of length at most c. A
proof of the following can be found in [Wad15, Corollary 5.24.], but note this is
not the original proof.

Theorem 4.4.8. Let G be a graph and K a field. The image of LE(G) under
ev ◦Θ is a basis for gK(G). For any integer c > 1, the image of LE(G, c) under
evc ◦Θ is a basis for nK(G, c).

4.5 Linear algebraic groups

In this section we recall some elementary notions from algebraic geometry and
linear algebraic groups that will be used throughout this thesis. We let K
denote any field, unless otherwise specified. For an overview of some of the
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notions of field theory, we refer the reader to Section 5.1 of Chapter 5. For
a detailed introduction to the theory of linear algebraic groups, we refer the
reader to [Bor91], [Spr81] and [Hum81].

Definition 4.5.1. A set V ⊂ Kn is called algebraic if there exists a set of
polynomials S ⊂ K[x1, . . . , xn] such that

V = {(α1, . . . , αn) ∈ Kn | ∀f ∈ S : f(α1, . . . , αn) = 0}.

If K0 ⊂ K is a subfield and we can choose S as a subset of K0[x1, . . . , xn] to
define V , then we say V is defined over K0.

The algebraic sets of Kn are the closed sets of a topology on Kn known as the
Zariski topology.

To any algebraic set V ⊂ Kn we associate an ideal of K[x1, . . . , xn] by

I(V ) = {f ∈ K[x1, . . . , xn] | ∀(α1, . . . , αn) ∈ V : f(α1, . . . , αn) = 0}.

The coordinate algebra of V is then defined as the quotient

A(V ) = K[x1, . . . , xn]
I(V ) .

Let us define AlgK as the category of unital associative, commutative K-
algebras. Let R be an object of AlgK . We define the set of R-points of an
algebraic set V ⊂ Kn as

V R = {(α1, . . . , αn) ∈ Rn | ∀f ∈ I(V ) : f(α1, . . . , αn) = 0}.

Note that, in particular, for any field extension L/K, the field L is an object of
AlgK and thus we have a set V L ⊂ Ln.

For any algebraic set V ⊂ Kn and any object R of AlgK , there is a canonical
bijection

HomAlgK
(A(V ), R) → V R : f 7→ (f(x1), . . . , f(xn)).

For the following definition, note that the general linear group GLn(K) can be
seen as a subset of Kn2 .

Definition 4.5.2. A linear algebraic group is a subgroup G ≤ GLn(K) which
is given by the intersection of GLn(K) with an algebraic subset of Kn2 . If this
algebraic subset is defined over a subfield K0 ⊂ K, we say G is defined over K0.
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This definition might feel odd at first, because GLn(K) is not an algebraic set
of Kn2 and thus a linear algebraic group might not be an algebraic subset of
Kn2 . Nevertheless, we can always embed a linear algebraic group G ≤ GLn(K)
as an algebraic set in Kn2+1 as follows:

G ↪→ Kn2+1 : A 7→ (A,det(A)−1).

If we use coordinates (x11, . . . , xnn, y) on Kn2+1, it is not hard to check that the
image of this embedding is an algebraic subset determined by the polynomials
determining G in GLn(K) and the additional polynomial det(xij) · y − 1. This
embedding is known as the Rabinowitsch trick.

Example 4.5.3. Let K be a field.

1. The group GLn(K) is a linear algebraic group as it is the intersection of
GLn(K) with the algebraic set Kn2 .

2. The group SLn(K) is a linear algebraic group since it is equal to the
algebraic set determined by the polynomial equation det(xij) − 1 = 0.

3. The group On(K) is a linear algebraic group since the defining equation
AtA = I are actually Kn2 polynomial equations with polynomials in
K[x11, . . . , xnn].

4. The group UTn(K) from Example 2.3.4 is a linear algebraic group since
it is determined by the polynomial equations xij = 0 for i > j and xii = 1
for all i.

Definition 4.5.4. Let G ≤ GLn(K) be a linear algebraic group. A subgroup
H ≤ G is said to be a closed subgroup if H ≤ GLn(K) is a linear algebraic
group, i.e. H is the intersection of G with an algebraic subset of Kn2 .

Definition 4.5.5. A topological space X is said to be irreducible if it can not
be written as a union X = X1 ∪X2 with X1, X2 proper closed subsets of X. A
subset Y ⊂ X is said to be irreducible if it is so for the subspace topology. A
maximal irreducible subset is called an irreducible component.

It is not hard to check that any point of a topological space is contained in
a (possibly non-unique) irreducible component. Note that a linear algebraic
group G ≤ GLn(K) is a topological space with the Zariski topology inherited
from Kn2 .

Theorem 4.5.6. Let G ≤ GLn(K) be a linear algebraic group. There is a
unique irreducible component containing the identity which we write as G0.
It is a closed normal finite index subgroup of G and its cosets are exactly all
irreducible components of G.
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Let g ∈ GLn(K). We say a vector subspace W ⊂ Kn is g-invariant if g(W ) =
W .

Definition 4.5.7. Let K be a field. An element g ∈ GLn(K) is said to be

(i) semi-simple if for any g-invariant subspace in Kn, there exists a
complementary g-invariant subspace.

(ii) unipotent if there exists a positive integer k > 0 such that (g − Id)k = 0.

The following theorem is the well-known multiplicative version of the Jordan-
Chevalley decomposition. Moreover, it states that linear algebraic groups are
closed under this decomposition.

Theorem 4.5.8. Let K be a perfect field. For any g ∈ GLn(K), there exist
a unique semi-simple element gs ∈ GLn(K) and a unique unipotent element
gu ∈ GLn(K) such that g = gsgu = gugs. If G ≤ GLn(K) is a linear algebraic
group and g ∈ G, then also gs ∈ G and gu ∈ G.

Definition 4.5.9. A linear algebraic group G ≤ GLn(K) is said to be unipotent
if all its elements are unipotent.

Theorem 4.5.10. Let K be a field and G ≤ GLn(K) a linear algebraic group.
There exists a unique maximal closed normal unipotent subgroup of G.

This group is called the unipotent radical of G.

Let Dn(K) denote the subgroup of GLn(K) of all diagonal matrices. Note that
Dn(K) is a linear algebraic group. For any field K, we write K for its algebraic
closure (see Definition 5.1.10 and Theorem 5.1.11).

Definition 4.5.11. Let K be a field and G ≤ GLn(K) a linear algebraic
group. We say that G is a torus if there exists a g ∈ GLn(K) such that
gGg−1 ⊂ Dn(K).

Definition 4.5.12. Let K be a field and G ≤ GLn(K) a linear algebraic group.
A closed subgroup T ⊂ G is said to be a maximal torus if it is a torus and if
there are no closed subgroups of G which are tori and contain T as a proper
subset.

Theorem 4.5.13. Let K be an algebraically closed field. Let G ≤ GLn(K) be
a linear algebraic group. Any semi-simple element lies in some maximal torus
of G. If T1 and T2 are two maximal tori of G, then there exists a g ∈ G such
that gT1g

−1 = T2.
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Consider a group G and a representation ρ : G → GLn(K). A vector subspace
W ⊂ Kn is said to be ρ-invariant if ρg(W ) = W for any g ∈ G. The
representation ρ is said to be reducible if for any ρ-invariant subspace W ⊂ Kn,
there exists another ρ-invariant vector subspace which is complementary to W
in Kn.

Definition 4.5.14. Let G ≤ GLn(K) be a linear algebraic group. A
representation ρ : G → GLm(K) is called a polynomial representation if
the coordinates of ρ(g) ∈ GLm(K) can be expressed as polynomials in the
coordinates of g ∈ GLn(K). A linear algebraic group is said to be linearly
reductive if every polynomial representation of it is reducible.

Example 4.5.15. For K a field of characteristic 0, the groups GLn(K) and
On(K) are examples of linearly reductive groups.

The following theorem can be found in [Hoc81, Chapter VIII.4, Theorem 4.3.]

Theorem 4.5.16. Let K be a field of characteristic zero and G a linear algebraic
group defined over K. There is a linearly reductive subgroup P ≤ G such that
G is a semi-direct product Gu ⋊ P . If Q is any linearly reductive subgroup of
G, then there exists a g ∈ G such that gQg−1 ⊂ P .

4.6 Automorphisms of the Lie algebra

In this section we discuss the automorphisms of the Lie algebra gK(G) and its
nilpotent quotients.

4.6.1 Projection onto the abelianization

For any Lie algebra g, we will write πab for the projection map

πab : g → g/[g, g].

Since [g, g] is a characteristic ideal of g, i.e. an ideal preserved by any
automorphism of the Lie algebra, the above projection induces a projection on
the level of automorphisms, which we will write with the same symbol:

πab : Aut(g) → GL(g/[g, g]).

Consider g a finite dimensional Lie algebra over a field K and let β =
{X1, . . . , Xn} be a basis for it. The condition for a linear map g ∈ GL(g)
to lie in Aut(g) can be expressed by polynomial equations in the matrix entries
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of g with respect to β. As a consequence, Aut(g) is a Zariski-closed subgroup of
GL(g) (with respect to the coordinates induced by the basis β). Thus, Aut(g)
carries the structure of a linear algebraic group. This will be exploited later on.
Note as well that if all structural constants of g with respect to the basis β lie
in a subfield L ⊂ K, then Aut(g) will be a linear algebraic group defined over
the subfield L.

It is not hard to check that the image of Aut(g) under πab will be a Zariski
closed subgroup of GL(g/[g, g]) (with respect to coordinates induced by a basis
of g/[g, g]). We will write this group as Autab(g). One might wonder which
linear algebraic groups can occur in this way. Over fields of characteristic 0, it
was proven by Bryant and Groves that any Zariski-closed subgroup can occur
and they can all be realized by nilpotent Lie algebras.

Theorem 4.6.1 ([BG86]). Let K be a field of characteristic 0 and let H be a
Zariski-closed subgroup of GLn(K), where n ≥ 2. Then there is an n-generator
nilpotent Lie algebra n over K and a basis for n/[n, n] such that H = Autab(n).
Furthermore, n may be taken to be soluble of derived length at most 3.

Note that in the above discussion, we require our Lie algebra g to be finite
dimensional. The Lie algebra gK(G) is not finite dimensional, except for
when G has no edges. However, in what follows, we will show that the group
Autab(gK(G)) is equal to Autab(nK(G, c)) for any c > 1. The Lie algebras
nK(G, c) are finite dimensional and thus we find that also the group Autab(gK(G))
is a linear algebraic group.

First, we prove a result which holds in general for any Lie algebra with a Carnot
grading.

Proposition 4.6.2. If g is a Lie algebra with a Carnot grading g =
⊕∞

i=1 gi,
then for any automorphism φ of g there exists a graded automorphism ψ of g
such that πab(φ) = πab(ψ). Equivalently,

Autab(g) = πab(Autg(g)).

Proof. Let β be a basis for g1. By Lemma 4.3.5, we have an induced map
f : f(β) → g which is surjective and such that its kernel ker(f) is a graded ideal
in f(β).

Take any φ ∈ Aut(g). Note that using the basis β, we have natural vector space
identifications

f1(β) ∼= g1 ∼= g/[g, g]

and thus we can write πab(φ) ∈ GL(f1(β)). It follows that there exists a graded
automorphism ψ ∈ Autg(f(β)) such that ψ|f1(β) = πab(φ).
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Consider the diagram
f(β) f(β)

g g

ψ

f f

φ

Take k elements X1, X2, . . . , Xk ∈ f1(β). Note that for any i ∈ {1, . . . , k}, there
exists an element Yi ∈ [g, g] such that

(f ◦ ψ)(Xi) = (φ ◦ f)(Xi) + Yi.

Let us write
[X1, . . . , Xk] = [X1, [X2, . . . , [Xk−1, Xk] . . .]].

Using that (f ◦ ψ) and (φ ◦ f) are homomorphisms, it is not hard to show that
also

(f ◦ ψ)([X1, . . . , Xk]) = (φ ◦ f)([X1, . . . , Xk]) + Z

for some Z ∈ γk+1(g). Since the elements [X1, . . . , Xk] with Xi ranging in
f1(β) span fk(β) as a vector space, it follows that for any X ∈ fk(β) it holds
that (f ◦ ψ)(X) − (φ ◦ f)(X) ∈ γk+1(g). In particular, for any X ∈ (ker(f))k,
we get that (f ◦ ψ)(X) ∈ γk+1(g). Note that since the grading is Carnot,
γk+1(g) =

⊕
i>k gi and that also (f ◦ψ)(X) ∈ gk since both ψ and f preserve the

gradings. From γk+1(g) ∩ gk = {0}, we must thus conclude that (f ◦ψ)(X) = 0
and thus that ψ(X) ∈ ker(f). Since X was chosen arbitrarily in (ker(f))k for
an arbitrary k > 0, it follows that ψ(ker(f)) ⊂ ker(f) and thus that ψ induces
a graded homomorphism

ψ : g → g.

By applying the exact same construction to φ−1, we get another graded
homomorphism from g to g which can easily be seen to be the inverse of ψ.
Therefore ψ is a graded automorphism of g. At last, it follows by construction
that πab(ψ) = πab(φ), which completes the proof.

Proposition 4.6.3 ([DW23a]). Let G = (V,E) be a graph and K a field. For
any c > 1, we have

Autab(gK(G)) = Autab(nK(G, c)),

where we identify the abelianization of gK(G) with the abelianization of nK(G, c)
using the common basis of vertices V .

Proof. Note that every automorphism of gK(G) induces an automorphism
on nK(G, c) (since γc+1(gK(G)) is a characteristic ideal) which has the same
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projection onto the abelianization. Therefore, we are only left to prove the
inclusion from right to left.

Let φ be an automorphism of nK(G, c). By Proposition 4.6.2 above, we can
assume that φ is a graded automorphism of nK(G, c), with respect to its standard
Carnot grading as given in Section 4.3.1. Note that using the basis of vertices, we
have an identification of vector spaces f1(V ) ∼= nK1 (G, c). As a consequence, there
exists a unique graded automorphism ψ of f(V ) such that the restriction of ψ to
f1(V ) coincides with the restriction of φ to n1(G, c) under the aforementioned
identification. This implies that we have the commutative diagrams

f(V ) f(V )

n(G, c) n(G, c)

ψ

f f

φ

f(V ) f(V )

n(G, c) n(G, c)

ψ−1

f f

φ−1

(4.6)

where f : f(V ) → n(G, c) is the induced map from Lemma 4.3.5. We thus
have that ψ(ker(f)) = ker(f) and since ker(f) is a graded ideal, also that
ψ((ker(f))2) = (ker(f))2. From the definition of nK(G, c) and using that c > 1,
we can see that (ker(f))2 is equal to the vector space span of {[v, w] | v, w ∈
V, {v, w} /∈ E} and thus that (ker(f))2 generates i(G) as a Lie algebra ideal.
Recall the definition of i(G) from Section 4.2. It thus follows that ψ(i(G)) = i(G)
and that we have an induced automorphism ψ : g(G) → g(G). Clearly, we have
that πab(ψ) = πab(φ) which completes the proof.

Corollary 4.6.4 ([DW23a]). For any graph G = (V,E), any field K and any
integer c > 1, we have that the images of the groups

Aut(gK(G)), Aut(nK(G, c)), Autg(gK(G)), Autg(nK(G, c)),

under the projection πab are equal, where we identify the abelianization of gK(G)
with the abelianization of nK(G, c) using the common basis of vertices V .

Let us write GK(G) for this ‘common’ projection onto the abelianization. Thus,

GK(G) = Autab(gK(G)).

As mentioned above, this is a linear algebraic group defined over K. Moreover,
since all structural constants of gK(G) lie in Z, if K is of characteristic 0, then
GK(G) is actually defined over Q. In the next section we describe the group
GK(G).

Remark 4.6.5. Since the vertices V generate the whole Lie algebra nK(G, c),
it follows that a graded automorphism φ ∈ Autg(nK(G, c)) is completely
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determined by its restriction φ|spanK(V ). Therefore, the morphism

πab : Autg(nK(G, c)) → GK(G)

is a bijection. In fact it is an isomorphism between linear algebraic groups.

4.6.2 Description of GK(G) for K ⊂ C

In this section we describe the group GK(G). This is based on the work in
[DM05] and [DM23].

First, let us introduce some new notation. Let G = (V,E) be a graph and W a
vector space over a field K with basis V . Define for any two vertices v, w ∈ V
the linear endomorphism Evw : W → W by

Evw(u) =
{
v if w = u

0 else

for any u ∈ V . Recall the relation ≺ on the vertices V defined in Section 4.1.
We define the subgroup UK(G) ≤ GL(W ) by

UK(G) =
〈

Id +αEvw
∣∣∣ α ∈ K, v,w ∈ V, v ≺ w ∧ v ⊁ w

〉
.

Next, write Perm(V ) for the group of permutations on the vertices V . For any
σ ∈ Perm(V ), we write P (σ) ∈ GL(W ) for the linear map defined by

P (σ)(v) = σ(v)

for all v ∈ V . Note that P is a group morphism from Perm(V ) to GL(W ). At
last, for any vector subspace W ′ ⊂ W , we identify GL(W ′) with its natural
subgroup in GL(W ).

We are now ready to formulate the main result of this section which describes
the projection of the automorphism group of gK(G) onto the abelianization.
It was first proven in [DM05] [DM23] for the two-step partially commutative
Lie algebra nK(G, 2), but by Corollary 4.6.4 we can extend their result to
the partially commutative Lie algebra gK(G) (and thus also to any partially
commutative nilpotent Lie algebra nK(G, c)).

Note that the abelianization of gK(G) is a vector space over K which has the
vertices V of G as a basis (by identifying them with their projections). Thus, the
notation as introduced above applies. Recall from Section 4.1 that ΛG denotes
the set of coherent components of the graph G and that Aut(G) denotes the
automorphism group of the graph G.
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Theorem 4.6.6. Let G = (V,E) be a graph K a subfield of C. The linear
algebraic group GK(G) is given by

GK(G) = P (Aut(G)) ·GK0 (G),

where GK0 (G) is the irreducible component of the identity given by

GK0 (G) =

 ∏
λ∈ΛG

GL(spanK(λ))

 · UK(G).

Moreover, the subgroup UK(G) is equal to the unipotent radical of GK(G).

Note that

P (Aut(G)) ∩GK0 (G) = P

 ∏
λ∈ΛG

Perm(λ)

 .

We thus find that

GK(G)
GK0 (G)

∼=
P (Aut(G))

P
(∏

λ∈ΛG
Perm(λ)

) ∼= Aut
(
G
)

where the last isomorphism is induced by the exact sequence from (4.1). We
thus also have a morphism

p : GK(G) → Aut
(
G
)

(4.7)

with kernel GK0 (G).

Consider a morphism r : Aut(G) → Aut(G) as constructed in Remark 4.1.9 and
write P = P ◦ r : Aut(G) → GK(G). As one can check, one has a 2-fold internal
semi-direct product

GK(G) = P (Aut(G)) ·

 ∏
λ∈ΛG

GL(spanK(λ))

 · UK(G)

∼= P (Aut(G)) ⋉

 ∏
λ∈ΛG

GL(spanK(λ))

⋉ UK(G), (4.8)

where the order in which we take the two semi-direct products does not matter.
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Remark 4.6.7. Recall that ≺ defines a partial order on ΛG . Therefore, we
can linearly order the coherent components as ΛG = {λ1, . . . , λr} such that if
λi≺λj then i ≤ j. This total order on ΛG can be refined to a total order on V ,
i.e. a total order ≤ on V such that for all v ∈ λi, w ∈ λj with i < j it holds
that v < w. Theorem 4.6.6 implies that with respect to this ordered basis of
vertices, any element of GK(G) has a matrix representation of the form (where
the blocks correspond with the ordered coherent components λ1, . . . , λr):

P (φ) ·


A1 A12 . . . A1r

0 A2
. . . ...

... . . . . . . Ar−1r
0 . . . 0 Ar


where φ ∈ Aut(G), Ai ∈ GL|λi|(K), Aij ∈ K |λi|×|λj | and Aij = 0 if λi ̸ ≺λj .
The automorphism φ is not necessarily unique, but the induced automorphism
on the quotient graph G is unique, as follows from (4.7).
Example 4.6.8. Consider the graph G from Example 4.1.5. The corresponding
groups as matrices with respect to the basis of vertices {v1, . . . , v6} are then
given by

UK(G) =




1 a b c

1 d e f
1

1
1 g

1



∣∣∣∣∣∣∣∣∣∣∣∣
a, b, c, d, e, f, g ∈ K


,

∏
λ∈ΛG

GL(spanK(λ)) =



A

B
c

d


∣∣∣∣∣∣∣∣
A,B ∈ GL2(K),

c, d ∈ K∗

 ,

GK0 (G) =



A E F

B
c g

d


∣∣∣∣∣∣∣∣

A,B ∈ GL2(K),
c, d ∈ K∗, g ∈ K

E ∈ K2×2, F ∈ K2×1


and

P (Aut(G)) =
〈


0 1
1 0

1
1

1
1

 ,


1

1
0 1
1 0

1
1


〉
.



98 PARTIALLY COMMUTATIVE STRUCTURES

4.6.3 Vertex-diagonal automorphisms

This section is partially based on section 3.1 from [DW24]. Let G = (V,E) be a
graph, K a field and nK(G, c) the associated nilpotent Lie algebra over K.

Definition 4.6.9. We say an automorphism f of nK(G, c) is vertex diagonal if
there exists a map Ψ : V → K∗ such that

f(v) = Ψ(v)v

for any vertex v ∈ V .

Note that for any map Ψ : V → K∗, one can define a unique automorphism
on the free Lie algebra fK(V ) determined by v 7→ Ψ(v)v for all v ∈ V . As one
can check, this map induces an automorphism on the quotient nK(G, c) and we
write this induced automorphism with fΨ. It is clear that this automorphism is
vertex-diagonal (with associated function Ψ : V → K∗) and we refer to fΨ as
the vertex diagonal automorphism determined by Ψ.

In what follows, we will give a description of all eigenvalues of a vertex-diagonal
automorphism.

We define the weight of a word w ∈ W(V ) as the map ew : V → N which assigns
to each v ∈ V the number of times it occurs in the word w. Note that these
notions descend nicely to the equivalence classes in M(G) where the weight of
an element m = w ∈ M is then defined as em := ew.

The following lemma shows how one can construct Lyndon elements from
connected subsets of the vertices of a graph G. Recall the definition of connected
subsets of vertices from Definition 4.1.3.

Lemma 4.6.10. Let G = (V,E) be a graph with a total order ≤ on V and
let v1, . . . , vk ∈ V be k distinct vertices with k ≥ 2. If the set {v1, . . . , vk} is
connected, then there exists a permutation σ ∈ Sk such that for any positive
integers e1, . . . , ek > 0 the element

ve1
σ(1)v

e2
σ(2) . . . v

ek

σ(k) ∈ M(G)

is a Lyndon element with respect to the ordering on V .

Proof. First we construct the permutation σ. Define σ(1) by vσ(1) =
min{v1, . . . , vk}. Then define the other images of σ inductively by choosing for
σ(i) an element from {1, . . . , k}\{σ(1), . . . , σ(i−1)} such that {vσ(1), . . . , vσ(i)}
is connected. As one can check, this is always possible by using the assumption
that {v1, . . . , vk} is connected.
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Next, we prove that m = ve1
σ(1)v

e2
σ(2) . . . v

ek

σ(k) is a Lyndon element. To do so,
we use part (iv) of Theorem 4.4.6 on the characterization of Lyndon elements.
First, note that by the way we constructed σ, it follows that std(m) = ve1

σ(1)w for
some word w in the letters vσ(2), . . . , vσ(k). Since vσ(1) < vσ(i) for all 2 ≤ i ≤ k,
it follows std(m) is minimal in its conjugacy class. To see std(m) is primitive,
we use the assumption that k ≥ 2 and thus that w is not the empty word. This
proves that std(m) is a Lyndon word and as a consequence that m is a Lyndon
element.

On the other hand, for disconnected subsets of vertices, we have the following.

Lemma 4.6.11. Let G = (V,E) be a graph with a total order ≤ on V and take
any non-empty w ∈ W(V ). If supp(w) ⊂ V is disconnected, then the element
w is not a Lyndon element.

Proof. Since supp(w) is disconnected, we can find a partition supp(w) = V1 ⊔V2
with V1, V2 non-empty, such that there is no vertex in V1 which is adjacent to a
vertex in V2. It follows that there exist non-empty words u1, u2 ∈ W(V ) with
supp(u1) = V1 and supp(u2) = V2 such that in M(G), it holds that

w = u1u2 = u2u1.

Since, V1, V2 are non-empty, it follows that u1, u2 are not the empty word and
thus we have shown that w is not primitive. By definition, w is not a Lyndon
element.

Combining the two lemmas above, we can characterize for a graph G those
weight functions V → N that occur as the weight function of a Lyndon element
in LE(G). For any function f : X → N we define its support as the set
supp(f) = {x ∈ X | f(x) ̸= 0}. For any vertex v ∈ V , recall that its weight is
the function ev : V → N which maps v to 1 and maps all other vertices to 0.

Proposition 4.6.12. Let G = (V,E) be a graph with a total order ≤ on V .
The set of all weights of Lyndon elements in LE(G) is given by

{ev | v ∈ V } ∪ {e : V → N | 2 ≤ | supp(e)|, supp(e) is connected} .

Proof. This follows from combining Lemma 4.6.10 and Lemma 4.6.11 and by
observing that an element of the form vk for any vertex v ∈ V and any k > 1
is not a Lyndon element. Therefore the weights of the form k · ev (which send
v to k and any other vertex to 0) do not occur as the weight of a Lyndon
element.
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At last, we characterize the eigenvalues of a vertex-diagonal automorphism. At
the heart lies the following fundamental observation of which we omit the proof.

Lemma 4.6.13. Let g be a Lie algebra over a field K and f an automorphism
of g. If x and y are eigenvectors of f with eigenvalues α and β, respectively,
then [x, y] is also an eigenvector of f with eigenvalue αβ.

Let G = (V,E) be a graph, K a field and c > 1 an integer. Let fΨ be the
vertex-diagonal automorphism on nK(G, c) determined by the map Ψ : V → K∗.
From Theorem 4.4.8 we know that the set LE(G, c) maps to a basis in nK(G, c).
Moreover, by using the lemma above, it is easily checked that this is a basis of
eigenvectors for the automorphism fΨ. It follows from Lemma 4.6.13 that if
m ∈ LE(G, c) is a Lyndon element with weight e : V → N, then the eigenvalue
of (evc ◦Θ)(m) ∈ nK(G, c) can be expressed as the product∏

v∈V
Ψ(v)e(v).

Together with Proposition 4.6.12 this immediately proves the main result of
this section.

Proposition 4.6.14 ([DW24]). Let G = (V,E) be a graph, c > 1 an integer and
K a field. Let fΨ be the vertex-diagonal automorphism of nK(G, c) determined
by the map Ψ : V → K∗. The set of eigenvalues of fΨ is given by

Ψ(V ) ∪


∏
v∈V

Ψ(v)e(v)

∣∣∣∣∣∣∣
e : V → N, supp(e) is connected

| supp(e)| ≥ 2,
∑
v∈V

e(v) ≤ c

 .

Let us write DK(G, c) for the subgroup of all vertex-diagonal automorphisms in
Aut(nK(G, c)).

Lemma 4.6.15. The subgroup DK(G, c) is a maximal torus of the linear
algebraic group Aut(nK(G, c)).

Proof. Let us fix a basis for nK(G, c) determined by LE(G, c) (using Theorem
4.4.8) with respect to some total order ≤ on V . Following Lemma 4.6.13,
every vertex-diagonal automorphism will be represented by a diagonal matrix.
As a consequence DK(G, c) is equal to the intersection of Aut(nK(G, c)) with
all diagonal matrices with respect to the chosen basis. Thus, it follows that
DK(G, c) is a torus in the linear algebraic group Aut(nK(G, c)).

To see that it is a maximal torus, let D be any torus containing DK(G, c).
Clearly, D must be contained in the centralizer of DK(G, c). Let us prove that



AUTOMORPHISMS OF THE LIE ALGEBRA 101

this centralizer is exactly equal to DK(G, c). Take any φ in the centralizer of
DK(G, c). Let v1, . . . , vn be a list of the vertices according to the ordering on V
and let p1, . . . , pn be the first n prime numbers. Define the map Ψ : V → K∗ :
vi 7→ pi and let fΨ be the associated vertex diagonal automorphism. Since φ
and fΨ commute, φ must map the vertex vi to a vector with the same eigenvalue,
being pi. Following Proposition 4.6.14 we see that the only eigenvectors with
eigenvalue pi will be multiples of vi itself. Thus, φ has to be vertex diagonal,
which concludes the proof.





Chapter 5

Forms of Lie algebras

In this chapter we will deal with Question 3.4.22 from Chapter 3 that reads:
given a real (or complex) Lie algebra, what are its rational forms up to
isomorphism? In particular, we will investigate this for the family of nilpotent
partially commutative Lie algebras from Chapter 4. In Section 5.5, we prove a
result on the Galois cohomology of a certain type of semi-direct product (see
Theorem 5.5.1). This result is used in Section 5.6 to prove a characterization of
the rational (or real) forms of a partially commutative nilpotent Lie algebra (see
Theorem 5.6.3). At last, in Section 5.6.5, we determine which of these rational
forms are indecomposable (see Theorem 5.6.22).

5.1 Galois theory

In this section we recall some definitions and results from field theory and
Galois theory. For a complete introduction on this matter, we refer the reader
to [Rot98], [Rom06] and [Mil22]. Recall that a field is a commutative ring in
which every non-zero element is a unit.

Definition 5.1.1. A field extension consists of a pair of fields K and L such
that K is a subfield of L and is written as L/K. A tower of fields is a sequence of
subsequent field extensions Kn/Kn−1, Kn−1/Kn−2, . . . ,K1/K0 and is written
as Kn/Kn−1/ . . . /K0. We say M is an intermediate field of L/K if L/M/K is
a tower of fields.

Let L/K be a field extension. For any elements α1, . . . , αk ∈ L we will write
K(α1, . . . , αk) for the smallest subfield of L containing both K and the elements

103
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α1, . . . , αk. Obviously, K(α1, . . . , αk) is an intermediate field of L/K.

Note that if L/K is a field extension, then L has the canonical structure of a
vector space over K. The degree of L/K is defined as the dimension of this
vector space and is written as [L : K]. Note that the degree of a field extension
can be infinite.

For any field K, we let Aut(K) denote the group of field automorphisms of K.
For any subgroup H of Aut(K), one defines the set

KH = {α ∈ K | ∀σ ∈ H : σ(α) = α}.

It is not hard to see that KH is a subfield of K. We call KH the fixed field of H.
For any two field extensions L/K and L′/K, we say a field morphism σ : L → L′

is a K-morphism from L to L′ if σ(α) = α for any α ∈ K. In particular, when
L = L′, we say σ is a K-automorphism of L. The set of all K-automorphisms
of L is a subgroup of Aut(L) and is written as Aut(L/K). An element α ∈ L
is called algebraic over K if there exists a polynomial p(X) ∈ K[X] such that
p(α) = 0. A field extension L/K is called algebraic if all elements of L are
algebraic over K. A classical result states that all finite degree field extensions
are algebraic.

Example 5.1.2. 1. C/R/Q is a tower of fields. The extension C/R has
degree two and hence is algebraic, while R/Q has infinite degree and is
not algebraic.

2. For any field K and any irreducible polynomial f(X) ∈ K[X], the quotient
ring K[X]/(f(X)) is a field. Moreover, it is a extension field of K
using the natural embedding of K in K[X]/(f(X)) as classes of constant
polynomials.

3. As a special case of the previous example we can consider for any square-
free non-zero integer d ∈ Z the field Q[X]/(X2 − d) which is an extension
field of Q. For positive d, this field is isomorphic to the intermediate field
Q(

√
d) of the extension R/Q. It can be written as the set {a + b

√
d |

a, b ∈ Q}. For negative d, this field is isomorphic to the intermediate field
Q(i
√

|d|) of the extension C/Q. It can be written as the set {a+ bi
√

|d| |
a, b ∈ Q}. These are in fact all the degree 2 field extensions of Q, up to
Q-isomorphism.

Definition 5.1.3. A field extension L/K is said to be Galois if it is algebraic
and LAut(L/K) = K. In this case we write Gal(L/K) for Aut(L/K).

An equivalent condition for an algebraic extension L/K to be Galois is that for
any α ∈ L \K, there exists a σ ∈ Aut(L/K) such that σ(α) ̸= α.
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Definition 5.1.4. Let K be a field and f ∈ K[X] a polynomial of degree k.
The polynomial f is said to split over K if there exist α0, α1, . . . , αk ∈ K such
that

f(X) = α0(X − α1) · . . . · (X − αk).

A splitting field of f over K is an extension field L of K such that f ∈ K[X] ⊂
L[X] splits over L and L is generated by K and the roots of f .

The splitting field of f over K is unique up to K-isomorphism and is written as
K(f).

Definition 5.1.5. Let K be a field. A polynomial f ∈ K[X] is called separable
if all its roots in some splitting field are distinct. An extension L/K is called
separable if for any α ∈ L, the minimal polynomial of α over K is separable.

There is an alternative characterization of separable polynomials using the
derivative of a polynomial. A polynomial f ∈ K[X] is separable if and only
if it is coprime with its derivative f ′. This characterizations leads to the
following observation. If f ∈ K[X] is irreducible and separable, then f divides
its derivative f ′, but since f ′ has strictly smaller degree, we must have that
f ′ = 0. If in addition the field K is assumed to be of characteristic 0, this is
not possible and thus all irreducible polynomials over K are separable.

Remark 5.1.6. If K is a field of characteristic zero, then every extension of K
is separable.

Definition 5.1.7. A field K is said to be perfect if any irreducible polynomial
in K[X] is separable.

Example 5.1.8. Fields of characteristic 0, finite fields and algebraically closed
fields are perfect.

Note that the definition of a Galois extension (Definition 5.1.3) does not require
L/K to have finite degree. If we do make this assumption, there is a nice
characterization of Galois extensions using splitting fields.

Theorem 5.1.9. A field extension L/K of finite degree is Galois if and only if
L is a splitting field of some separable polynomial over K.

Proof. See Theorem 81 in [Rot98].

Definition 5.1.10. A field L is said to be algebraically closed if every polynomial
in L[X] is split over L. An algebraic closure of a field K is an algebraic field
extension L/K such that L is algebraically closed.
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Theorem 5.1.11. Every field K has an algebraic closure which is unique up
to a field isomorphism which fixes the elements of K.

Proof. See Theorem 2.7.2 and Corollary 2.8.5 in [Rom06].

Since an algebraic closure is essentially unique, we will speak of the algebraic
closure of a field K and write it as K.

The following theorem, which is also known as the fundamental theorem of
Galois theory, can also be found in [Rot98, Theorem 84].

Theorem 5.1.12 (Galois correspondence). Let L/K be a finite degree Galois
extension. The assignment H 7→ LH sets up an inclusion reversing one-to-
one correspondence between the subgroups of Gal(L/K) and the intermediate
fields of L/K. The inverse of this correspondence is given by M 7→ Gal(L/M).
Moreover, it holds that:

(i) For any subgroup H of Gal(L/K), we have |H| = [L : LH ].

(ii) A subgroup H of Gal(L/K) is normal if and only if LH/K is a Galois
extension. If H is normal, the map

Gal(L/K)/H → Gal(LH/K) : σH 7→ σ|LH

is an isomorphism of groups.

Galois theory in infinite degree

To generalize the Galois correspondence to extensions of infinite degree, one
needs to define a topology on the Galois group.

Definition 5.1.13. Let L/K be a Galois extension. We define the basis of
open sets in Gal(L/K) to be the collection of sets of the form σGal(L/M),
where σ ∈ Gal(L/K) and M is an intermediate field of L/K such that M/K is
Galois of finite degree. The topology induced by this basis of open sets is called
the Krull topology.

Note that in case L/K is a finite degree Galois extension, the Krull topology
on Gal(L/K) is simply the discrete topology.

For the remainder of this thesis, any Galois group will be assumed to be endowed
with the Krull topology.
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Theorem 5.1.14. Let L/K be a Galois extension. The assignment H 7→ LH

sets up an inclusion reversing one-to-one correspondence between the closed
subgroups of Gal(L/K) and the intermediate fields of L/K. The inverse of this
correspondence is given by M 7→ Gal(L/M). Moreover, it holds that:

(i) For any closed subgroup H of Gal(L/K), we have [LH : K] < ∞ if and
only if H is open.

(ii) A closed subgroup H of Gal(L/K) is normal if and only if LH/K is a
Galois extension. If H is normal, the map

Gal(L/K)/H → Gal(LH/K) : σH 7→ σ|LH

is an isomorphism of groups.

5.2 Forms of Lie algebras

The discussion in this section is partially based on section 3 from [DW23a]. In
this section, all Lie algebras are assumed to be finite dimensional.

Let L/K be an extension of fields. Consider a Lie algebra h defined over the
smaller field K. We can define a new Lie algebra hL over the field L by the
tensor product

hL := h ⊗K L.

Clearly, hL is now a vector space over L. The Lie bracket on hL is defined by

[v ⊗ α,w ⊗ β] = [v, w] ⊗ αβ

for any v, w ∈ h and α, β ∈ L and extending this additively to all of hL.

Remark 5.2.1. Note that any basis v1, . . . , vn of h (as vector space over K)
gives a basis v1 ⊗ 1, . . . , vn ⊗ 1 for hL (as vector space over L). Thus we have
that dimK(h) = dimL(hL).

Definition 5.2.2. Let L/K be a field extension and g a Lie algebra over L. A
Lie algebra h defined over the field K is called a K-form of g if the Lie algebras
g and hL = h ⊗K L are isomorphic (as Lie algebras over L).

For any field extension L/K and Lie algebra g over L, the above definition
gives a category FormK(g) of which the objects are the K-forms of g and
the morphisms are Lie algebra morphisms (over the small field K). Clearly
FormK(g) is a subcategory of LieAlgK . Note that FormK(g) is not a small
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category, i.e. a category of which the objects and the morphisms are both
sets. However, the isomorphism classes do form a set. We write the set of
isomorphism classes of FormK(g) as

E(L/K, g).

We write the elements of E(L/K, g) as [h] where h is an object of FormK(g).
To see why E(L/K, g) is actually a set, note that if g has dimension n, so does
every Lie algebra in FormK(g) (see Remark 5.2.1). Now consider (Kn)3 with
elements written as (akij)1≤i,j,k≤n. The group GLn(K) acts on (Kn)3 by

(A · x)kij =
∑
r,s,t

(A−1)kr AsiAtj arst

where x = (akij)ijk and A ∈ GLn(K). Any Lie algebra in FormK(g) now gives
an element in (Kn)3 by considering its structure constants with respect to some
basis. Since one chooses a basis, this correspondence is not uniquely defined, but
it does induce a well-defined injective map from E(L/K, g) to GLn(K)\(Kn)3.
It follows that E(L/K, g) is a set.

Remark 5.2.3. In particular, the above discussion shows that if K is countable,
then E(L/K, g) is also countable.

In this chapter, the goal is to determine what the set E(L/K, g) looks like for
certain Lie algebras g. In what follows, the Lie algebra g will also be defined
over the small field K and thus we will try to determine the set E(L/K, gL) for
a field extension L. If L/M/K is a tower of fields, then we have a canonical
inclusion

E
(
M/K, gM

)
↪→ E

(
L/K, gL

)
. (5.1)

Thus, bigger field extensions give bigger sets of isomorphism classes of K-forms.
Due to Hilbert’s Nulstellensatz, we know that the algebraic closure of K is the
biggest field that one needs to consider.

Theorem 5.2.4 (Weak Nullstellensatz). If K is an algebraically closed field
and I is a proper ideal of K[X1, . . . , Xn] then V (I) ̸= ∅.

Proof. See for instance [Bum98, Theorem 1.1].

From this theorem we deduce the following lemma and corollary. For a field
extension L/K and Lie algebras g, h defined over K, we say g and h are
isomorphic over L if the Lie algebras gL and hL are isomorphic.
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Lemma 5.2.5. Let L/K be a field extension and g, h Lie algebras defined over
K. If g and h are isomorphic over L, then they are also isomorphic over the
algebraic closure of K. Moreover, there exists a finite degree field extension
M/K such that g and h are isomorphic over M .

Proof. The following is based on the proof of Lemma 3.5. of [Sul23]. Assume
that both g and h are of dimension n. Let akij , bkij ∈ (Kn)3 be structure
constants with respect to some basis for g and h, respectively. Then g and h
are isomorphic if and only if there exists a matrix Aij ∈ GLn(K) such that

∀i, j, k ∈ {1, . . . , n} :
n∑
r=1

arijAkr −
n∑

s,t=1
bkstAsiAtj = 0. (5.2)

If we consider the ideal I in the polynomial ring R = K[d,Aij | 1 ≤ i, j ≤ n]
generated by the polynomials given in (5.2) and the polynomial det(Aij)d− 1,
then g and h are isomorphic if and only if the polynomials in I have a common
zero in Kn2+1. If we assume that g and h are isomorphic over L, then this means
that the polynomials in I have a common zero in Ln

2+1. In particular, the
ideal I is a proper ideal of R. Hilbert’s weak Nullstellensatz thus tells us that
the polynomials in I also have a common zero in K

n2+1, with K the algebraic
closure of K. Since K is a union of intermediate finite degree extensions of K,
there exists a finite degree extension M/K such that this common zero lies in
Mn2+1.

Corollary 5.2.6. Let L/K/K be a tower of fields where K is the algebraic
closure of K and let g be a Lie algebra defined over K. The inclusion

E
(
K/K, gK

)
↪→ E

(
L/K, gL

)
is surjective and thus one-to-one.

Remark 5.2.7. Recall from Section 2.3.3 of Chapter 2 that we defined rational
forms of real Lie algebras as subsets of that Lie algebra satisfying certain axioms.
Let us argue how that definition is consistent with the definition of forms from
above. Let L/K be a field extension, g a Lie algebra over L and h a K-form of g.
Then, by definition, there is a Lie algebra isomorphism f : hL → g. Composing
this isomorphism with the inclusion

h ↪→ hL : v 7→ v ⊗ 1,

we obtain an inclusion h ↪→ g. Thus h can be seen as a subset of g in this way.
As one can check, this subset is
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(i) closed under K-linear combinations,

(ii) closed under the Lie bracket of g and

(iii) has a basis (as vector space over K) which is also a basis for g (as vector
space over L).

These are exactly the three axioms that a subset of a real (L = R) Lie algebra
had to satisfy to be called a rational (K = Q) form of g.

Conversely, given a Lie algebra g over L and a subset h ⊂ g satisfying the above
three axioms, then h inherits a Lie algebra structure from g and we get an
isomorphism of Lie algebras

hL → g : v ⊗ α 7→ αv.

Thus h is a K-form of g (following Definition 5.2.2).

5.3 Galois cohomology

In this section we define the first (non-abelian) Galois cohomology set. These
sets are defined for groups equipped with a Galois action. Applying this to the
automorphism group of a Lie algebra, Galois cohomology serves as a tool to
classify forms of Lie algebras, as we will see in the next section. The discussion
is partially based on Section 3 from [DW23a]. For a thorough introduction to
the theory of Galois cohomology and Galois descent, we refer the reader to
[Ser97] and [Ber10].

Recall from Definition 5.1.13 that any Galois group is equipped with the Krull
topology.

Definition 5.3.1. Let L/K be a Galois extension and G a group. We say that
G is a Gal(L/K)-group if G is equipped with an action f : Gal(L/K) ×G → G
satisfying that

(i) f is continuous for the Krull topology on Gal(L/K) and the discrete
topology on G and

(ii) the action is one by group automorphisms, i.e. f(σ, g1g2) = f(σ, g1)f(σ, g2)
for any σ ∈ H, g1, g2 ∈ G.

We will write such an action as f(σ, g) = σg.
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Remark 5.3.2. As one can check, condition (i) is equivalent to all stabilizers
of the Gal(L/K)-action on G being open in Gal(L/K).

Remark 5.3.3. Whenever we have a map from Gal(L/K) to a set X (with
possibly more structure), we will say it is continuous if it is so for the Krull
topology on Gal(L/K) and the discrete topology on X, unless otherwise stated.
Note that when L/K is a finite degree Galois extension, the Krull topology is
the discrete topology and thus, in that case, any map starting from Gal(L/K)
is considered continuous.

These Gal(L/K)-groups can occur quite naturally as illustrated by the next
examples.

Example 5.3.4. Consider a Galois extension L/K.

1. Write La for the additive group of the field L. The action σ(α) = σ(α)
for any σ ∈ Gal(L/K) and α ∈ L turns La into a Gal(L/K)-group.

2. Write L∗ = L \ {0} for the multiplicative group of the field L. With the
same action as the previous example, L∗ is a Gal(L/K)-group.

3. The group GLn(L) has a Gal(L/K)-group structure by defining a
coefficient-wise action:

σ(
(aij)ij

)
= (σ(aij))ij

for any σ ∈ Gal(L/K) and (aij)ij ∈ GLn(L).

4. In general, when G ⊂ GLn(L) is a linear algebraic group defined over the
small field K (see Section 4.5 from Chapter 4), then G is a Gal(L/K)-
group with the Gal(L/K)-action defined by restricting the action on
GLn(L) from the previous example to G. Thus, other examples are
SLn(L),On(L),SOn(L), ...

Definition 5.3.5. Let L/K be a Galois extension and G a Gal(L/K)-group.
A continuous map

ρ : Gal(L/K) → G : σ 7→ ρσ,

is called a cocycle if it satisfies the relation

ρστ = ρσ
σρτ

for all σ, τ ∈ Gal(L/K). The set of cocycles is denoted with Z1(L/K,G). Two
cocycles ρ, η ∈ Z1(L/K,G) are said to be equivalent if there exists a g ∈ G such
that

gρσ(σg)−1 = ησ
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for all σ ∈ Gal(L/K). An equivalence class of a cocycle ρ ∈ Z(L/K,G) is written
as [ρ] and the set of equivalence classes of cocycles is written as H1(L/K,G)
and is called the first Galois cohomology set.
Remark 5.3.6. The first Galois cohomology set is never empty, as we always
have the equivalence class of the trivial cocycle Gal(L/K) → G : σ 7→ eG. In
fact this turns H1(L/K,G) into a pointed set, with the class of the trivial
cocycle being the distinguished element. We will call H1(L/K,G) trivial if it
only consists of this one element.

Now we give two classical theorems providing examples of Gal(L/K)-groups
which have trivial Galois cohomology.
Theorem 5.3.7. Let L/K be a Galois extension and La the additive group of
the field L. Then H1(L/K,La) is trivial.

Proof. This is exactly [Ser97, p.72, Proposition 1].

Theorem 5.3.8 (Generalized Hilbert’s theorem 90). Let L/K be a Galois ex-
tension and consider the general linear group GLn(L). Then H1(L/K,GLn(L))
is trivial.

Proof. This is exactly [Ser97, p.122, Lemma 1].

Recall the definition of a unipotent linear algebraic group from Section 4.5.
Theorem 5.3.9. Let L/K be a Galois extension with K a perfect field. Let
U ≤ GLn(L) be a unipotent linear algebraic group defined over K. Then
H1(L/K,U) is trivial.

Proof. This is exactly [Ser97, p.128, Proposition 6].

Let L/K be a Galois extension, G1, G2 two Gal(L/K)-groups and f : G1 → G2
a Gal(L/K)-equivariant group morphism, i.e.

f(σg) = σ
f(g) and f(gh) = f(g)f(h)

for all σ ∈ Gal(L/K) and g, h ∈ G1. There is a well-defined induced map on
cohomology which we write as f∗ and is defined by

f∗ : H1(L/K,G1) → H1(L/K,G2) : [ρ] 7→ [f ◦ ρ].

By using the above theorem on unipotent algebraic groups together with a
twisting argument (as explained in chapter I, 5 of [Ser97]) one obtains the
following result, which is also described in section 3 of [GS84].
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Theorem 5.3.10. Let L/K be a Galois extension with K a field of characteristic
zero. Let G ≤ GLn(L) be a linear algebraic group defined over K and U ≤ G
any closed normal unipotent subgroup also defined over K. Write p : G → G/U
for the projection morphism. The induced map

p∗ : H1(L/K,G) → H1(L/K,G/U)

is a bijection.

5.4 Galois descent for Lie algebras

The discussion in this section is partially based on section 3 from [DW23a]. Let
L/K be a Galois extension and g a Lie algebra defined over the small field K.
There is a natural action of Gal(L/K) on hL = h ⊗K L defined by

σ(v ⊗ α) = v ⊗ σ(α) (5.3)

for any v ∈ h, α ∈ L and σ ∈ Gal(L/K) and extending this additively to all
of hL. As one can check, this action satisfies for all v, w ∈ hL, α ∈ L and
σ ∈ Gal(L/K):

(i) σ(αv) = σ(α) σv,

(ii) σ(v + w) = σv + σw,

(iii) σ[v, w] = [σv, σw].

Conditions (i) and (ii) tell us that the map v 7→ σv is a so-called semi-linear map
on hL. We can thus say that Gal(L/K) has an action on hL by semi-linear maps.
Note that, using this action, the image of the inclusion h ↪→ hL : v 7→ v ⊗ 1 is
characterized as the set

{v ∈ hL | ∀σ ∈ Gal(L/K) : σv = v}.

If g and h are two Lie algebras defined over the field K, we denote the set of Lie
algebra homomorphisms (over L) from hL to mL by Hom(gL, hL). The actions
of Gal(L/K) on gL and mL as described by equation (5.3) above, also induce
an action of Gal(L/K) on Hom(gL, hL). This action is defined by

(σφ)(v) :=
σ(
φ
(
σ−1

v
))

for any φ ∈ Hom(gL, hL), σ ∈ Gal(L/K) and v ∈ gL. From properties (i), (ii)
and (iii) above, it follows that σφ is indeed again a Lie algebra homomorphism.
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Note that if k is a third Lie algebra over K, the equality σ(ϕφ) = σϕ σφ holds
for any φ ∈ Hom(gL, hL) and ϕ ∈ Hom(hL, kL). In particular, the action of
Gal(L/K) on the invariant subset Aut(gL) ⊂ Hom(gL, gL) is one by group
automorphisms, where the group operation on Aut(gL) is composition. Thus,
this action turns Aut(gL) into a Gal(L/K)-group. Therefore we can talk about
the associated first Galois cohomology set

H1(L/K,Aut(gL)).

Next, we discuss the connection between this set and the set E(L/K, gL) from
Section 5.2. To each cocycle ρ : Gal(L/K) → Aut(nL), one can associate a
subset gρ ⊂ gL by

gρ := {v ∈ gL | ∀σ ∈ Gal(L/K) : ρσ(σv) = v}. (5.4)

From properties (i), (ii), (iii) on page 113 and the fact that each ρσ is
an automorphism of gL, it follows that gρ is closed under taking K-linear
combinations and the Lie bracket. Therefore we have that gρ is indeed a Lie
algebra defined over K. We still need to check that gρ ⊗ L ∼= gL. For this
consider the map gρ ⊗ L → gL : v ⊗ l 7→ lv. It is a standard result that this
map is an L-vector space isomorphism as proven for example in [Ber10, Lemma
III.8.21.]. It is then also straightforward to check this map preserves the Lie
bracket. As it turns out, the K-forms constructed in this way are all the possible
K-forms of gL up to K-isomorphism.

Theorem 5.4.1 (Galois descent for Lie algebras). Let L/K be a Galois extension
and g a Lie algebra defined over K. The map

H1 (L/K,Aut
(
gL
))

→ E(L/K, gL) : [ρ] 7→ [gρ]

is a bijection, which sends the trivial cocycle to [g].

Proof. See [GS84, Theorem 1.3 and 1.4] or [Ber10, Proposition III.9.1., Remark
III.9.2. and Remark III.9.8.] for a proof of this statement.

To see how the inverse of this map works, let h be a K-form of gL. By definition,
there exists an isomorphism f : hL → gL. Then we can associate to h a cocycle
ρh ∈ Z1(L/K,Aut(gL)) defined by

ρhσ = f (σf)−1

for all σ ∈ Gal(L/K). Of course the cocycle ρh depends on the choice of
isomorphism f , but its class [ρh] in H1 (L/K,Aut

(
gL
))

does not. In fact, this
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class only depends on the equivalence class of h in E(L/K, gL). The inverse of
the map from Theorem 5.4.1 is then given by

E(L/K, gL) → H1(L/K,Aut(gL)) : [h] 7→
[
ρh
]
.

Next, we discuss how the inclusion of equivalence classes of forms from (5.1)
works on the cohomology level in case of Galois extensions. Let L/M/K be a
tower of fields where both L/M and M/K are Galois and g a Lie algebra defined
over K. From Theorem 5.1.14 we know that there is a quotient morphism

π : Gal(L/M) → Gal(M/K) : σ 7→ σ|M .

As one can check, this gives a well-defined inclusion on the associated Galois
cohomology

H1(M/K,Aut(gM )) ↪→ H1(L/K,Aut(gL)) : [ρ] 7→ [ρ ◦ π].

In fact, this map, the inclusion from 5.1 and the map from Theorem 5.4.1 fit in
a commutative diagram as follows:

H1(M/K,Aut(gM )) H1(L/K,Aut(gL))

E(M/K, gM ) E(L/K, gL).

Another map that one can consider on the level of Galois groups is the inclusion:

i : Gal(L/M) → Gal(L/K) : σ 7→ σ.

Using the canonical isomorphism
(
gM
)L ∼= gL, we obtain an induced map on

cohomology

H1(L/K,Aut(gL)) → H1(L/M,Aut(gL)) : [ρ] 7→ [ρ ◦ i].

This map fits again in a commutative diagram

H1(L/K,Aut(gL)) H1(L/M,Aut(gL))

E(L/K, gL) E(L/M, gL),

where the lower horizontal map is defined by the assignment [h] 7→ [h ⊗M ].
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Remark 5.4.2. The horizontal maps in the diagram above are not surjective
in general. This is equivalent to the following statement: given a tower of fields
L/M/K and a Lie algebra g over L, in general, not every M -form of g has itself
a K-form.

Recall from Section 4.6.1 of Chapter 4, that for any Lie algebra g, we have a
projection

πab : Aut(g) → GL(g/[g, g])
of which we write the image as Autab(g). As one can check, the kernel of πab is
a unipotent normal subgroup of Aut(g), defined over K. Therefore, Theorem
5.3.10 applies and one obtains the following result, which was also described in
section 3 of [GS84].

Theorem 5.4.3. Let L/K be a Galois extension with K of characteristic 0
and n a nilpotent Lie algebra defined over K. The induced map

πab∗ : H1 (L/K,Aut(nL)
)

→ H1 (L/K,Autab(nL)
)

is a bijection.

We end this section with a remark on the existence of certain cocycles.

Remark 5.4.4. Let L/K be a Galois extension and g a Lie algebra over K.
Note that there is a natural inclusion Aut(g) ⊂ Aut(gL) and that this subset
can be characterized as

Aut(g) = {φ ∈ Aut(gL) | ∀σ ∈ Gal(L/K) : σφ = φ}.

It is not hard to check that any continuous group morphism

ρ : Gal(L/K) → Aut(g)

is a cocycle and thus gives rise to a K-form gρ of gL.

5.5 Galois cohomology of certain semi-direct prod-
ucts

In what follows, we prove a result on the Galois cohomology of a certain class
of semi-direct products including wreath products. This section is based on
section 3.2 from [DW23a].

Let L/K be a Galois extension and A a finite group with a left action on the
set {1, . . . , n} which we write as a · i for any a ∈ A and i ∈ {1, . . . , n}. Let
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G1, . . . , Gn be Gal(L/K)-groups such that Gi = Gj for any i ∈ {1, . . . , n} and
j ∈ A · i. We define the semi-direct product (

∏n
i=1 Gi) ⋊A by letting A act on∏n

i=1 Gi according to the law

a · (g1, . . . , gn) := (ga−1·1, . . . , ga−1·n)

for any a ∈ A and gi ∈ Gi. Note that if all groups Gi are equal, this group is
just a wreath product. We can turn this group into a Gal(L/K)-group as follows.
We endow A with the trivial Gal(L/K) action and

∏n
i=1 Gi with the induced

component wise left Gal(L/K)-action, i.e. σ(g1, . . . , gn) = (σg1, . . . ,
σgn) for all

gi ∈ Gi and σ ∈ Gal(L/K). Clearly, these are actions by group automorphisms.
Note that the actions of A and Gal(L/K) on

∏n
i=1 Gi commute:

σ(a · (g1, . . . , gn)) = σ(ga−1·1, . . . , ga−1·n)

= (σga−1·1, . . . ,
σga−1·n)

= a · (σg1, . . . ,
σgn)

= a · (σ(g1, . . . , gn)) .

At last we define a Gal(L/K)-action on (
∏n
i=1 Gi) ⋊A by σ(g, a) = (σg, σa) =

(σg, a) for all g ∈
∏n
i=1 Gi, a ∈ A and σ ∈ Gal(L/K). This is an action by

automorphisms since
σ((g, a)(h, b)) = σ(ga · h, ab)

= (σ(ga · h), ab)

= (σg σ(a · h), ab)

= (σga · σh, ab)

= (σg, a) (σh, b)

= σ(g, a) σ(h, b)

for any g, h ∈
∏n
i=1 Gi and a, b ∈ A.

We can thus talk about the first Galois cohomology set H1(L/K, (
∏n
i=1 Gi)⋊A).

Let π : (
∏n
i=1 Gi) ⋊ A → A : (g, a) 7→ a denote the projection morphism and

ι : A → (
∏n
i=1 Gi)⋊A : a 7→ ((1, . . . , 1), a) the natural injection. Note that both

π and ι are Gal(L/K)-equivariant. As a consequence we have the well-defined
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maps on cohomology:

π∗ : H1

(
L/K,

(
n∏
i=1

Gi

)
⋊A

)
→ H1(L/K,A) : [α] 7→ [π ◦ α]

ι∗ : H1(L/K,A) → H1

(
L/K,

(
n∏
i=1

Gi

)
⋊A

)
: [α] 7→ [ι ◦ α].

The set H1(L/K,A) is relatively easy to understand since A is a group with
trivial Galois action, so it is given by all continuous group morphisms from
Gal(L/K) to A up to conjugation by an element of A.

Theorem 5.5.1. Let (
∏n
i=1 Gi) ⋊A be the Gal(L/K)-group as defined above.

Assume that for any finite degree intermediate extension N/K and any i ∈
{1, . . . , n}, the first Galois cohomology set H1(L/N,Gi) is trivial. Then we
have that

π∗ : H1

(
L/K,

(
n∏
i=1

Gi

)
⋊A

)
→ H1 (L/K,A) : [ρ] 7→ [π ◦ ρ]

is a bijection with inverse ι∗.

Proof. Since π ◦ ι = IdA, it follows that π∗ ◦ ι∗ is the identity on H1(L/K,A)
as well. Let us prove that ι ◦ π = Id as well. Thus, we need to prove that
[ρ] = [ι ◦ π ◦ ρ] for an arbitrary [ρ] ∈ H1(L/K, (

∏n
i=1 Gi) ⋊A).

Take any cocycle ρ : Gal(L/K) → (
∏n
i=1 Gi) ⋊ A. Let us write ρσ = (gσ, aσ)

for all σ ∈ Gal(L/K). We then have that

ρστ = ρσ
σρτ = (gσ aσ · σgτ , aσaτ ).

Thus we have gστ = gσ aσ · σgτ and aστ = aσaτ . Let us denote for h ∈
∏n
i=1 Gi

by (h)i the i-th entry of h. Then we have

(gστ )i = (gσ aσ · σgτ )i = (gσ)i σ(gτ )a−1
σ ·i

Note that the group morphism π ◦ ρ : Gal(L/K) → A induces an action of the
Galois group on the set {1, . . . , n}. The stabilizers stab(i) for some i ∈ {1, . . . , n}
are subgroups of Gal(L/K). Moreover they are open subgroups since they can
be written as the inverse image of {a ∈ A | a · i = i} under the continuous map
π ◦ ρ and A is endowed with the discrete topology. As a consequence we have
stab(i) = Gal(L/Lstab(i)).

Now note that for σ, τ ∈ stab(i), we have

(gστ )i = (gσ)i σ(gτ )i.
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This shows that the assignment σ 7→ (gσ)i is a cocycle from Gal
(
L/Lstab(i))

to Gi. By assumption, H1(L/Lstab(i), Gi) is trivial and thus there exists a
hi ∈ Gi such that hi(gσ)i σh−1

i = 1 for all σ ∈ stab(i). This gives an element
h = (h1, . . . , hn) ∈

∏n
i=1 Gi. Then define a new cocycle ρ̃ : Gal(L/K) →

(
∏n
i=1 Gi) ⋊A : σ 7→ (h, 1)(gσ, aσ) σ(h, 1)−1. By the way this ρ̃ is defined, it is

clear that [ρ] = [ρ̃]. We also have that
ρ̃σ = (hgσ aσ · σh−1︸ ︷︷ ︸

:=g̃σ

, aσ).

Note that now, for σ ∈ stab(i) we have
(g̃σ)i = hi(gσ)i σh−1

a−1
σ ·i = hi(gσ)i σh−1

i = 1.

Next, let us choose from each orbit of the action defined by π ◦ ρ (= π ◦ ρ̃) on
{1, . . . , n}, exactly one element mi, giving a subset {m1, . . . ,mk} ⊂ {1, . . . , n}.
For j ∈ orb(mi), we now define the element rj := (g̃σ)−1

j where σ ∈ Gal(L/K)
is chosen such that aσ ·mi = j. This does not depend on the choice of σ. Indeed,
if τ ∈ Gal(L/K) also satisfies aτ ·mi = j, then we get

(g̃τ )j = (g̃σσ−1τ )j = (g̃σ)j σ(g̃σ−1τ )a−1
σ ·j = (g̃σ)j σ(g̃σ−1τ )mi

= (g̃σ)j
where we used that σ−1τ ∈ stab(mi) and thus (g̃σ−1τ )mi = 1. This gives an
element r = (r1, . . . , rn) ∈

∏n
i=1 Gi.

We now have that
(r, 1)ρ̃σ σ(r, 1)−1 = (r, 1)(g̃σ, aσ)

(
σr−1, 1

)
= (rg̃σ aσ · σr−1, aσ).

At last we show that rg̃σ aσ · σr−1 = (1, . . . , 1) for all σ ∈ Gal(L/K). Let
j ∈ orb(mi) and let τ ∈ Gal(L/K) such that τ(mi) = j. Then we have for any
σ ∈ Gal(L/K):(

rg̃σ aσ · σr−1)
j

= rj(g̃σ)j σr−1
a−1

σ ·j

= (g̃τ )−1
j (g̃σ)j σ(g̃σ−1τ )a−1

σ ·j

= (g̃τ )−1
j (g̃σ)j

σ(
(g̃σ−1)a−1

σ ·j
σ−1

(g̃τ )j
)

= (g̃τ )−1
j (g̃σ)j σ(g̃σ−1)a−1

σ ·j(g̃τ )j

= (g̃τ )−1
j (g̃σσ−1)j(g̃τ )j

= (g̃τ )−1
j (g̃τ )j

= 1.
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As a consequence we have that (r, 1)ρ̃σ σ(r, 1)−1 = ((1, . . . , 1), aσ) for any
σ ∈ Gal(L/K). Note that (ι ◦ π ◦ ρ)σ = ((1, . . . , 1), aσ) and thus that we have
shown that [ι ◦ π ◦ ρ] = [ρ̃] = [ρ].

5.6 Forms of partially commutative Lie algebras

Recall from Section 4.2 of Chapter 4 that to any graph G = (V,E) and any field
K one can associate a Lie algebra gK(G) and for any integer c > 1 a nilpotent
Lie algebra nK(G, c), both defined over K. In this section we describe the forms
of these Lie algebras for K ⊂ C. This section is partially based on [DW23a].

5.6.1 The associated Galois cohomology

Let L/K be a Galois extension. Write fK(V ) for the free Lie algebra on V over K.
The natural inclusion fK(V ) ↪→ fL(V ) induces an inclusion nK(G, c) ↪→ nL(G, c).
Using this inclusion we get a canonical isomorphism

nK(G, c) ⊗ L ∼= nL(G, c) : v ⊗ l 7→ lv

of Lie algebras over L. Thus nK(G, c) is a distinguished K-from of nL(G, c)
which can canonically be identified with a subset of nL(G, c). We will also call
this the standard K-form of nL(G, c). As discussed in Section 5.4, this gives an
action of Gal(L/K) on nL(G, c) by semi-linear maps which fix the vectors in
the K-form nK(G, c). In particular the action fixes the vertices V ⊂ nL(G, c).
This action induces a Gal(L/K)-action on Aut(nL(G, c)) and thus we can talk
about the first Galois cohomology set

H1 (L/K,Aut
(
nL (G, c)

))
.

In what follows, we compute this set for the Galois extensions L/K with L
a subfield of C. The reason that we only consider subfields of C is that the
description of the group

GL(G) = Autab(nL(G, c))

from Section 4.6.2 is also limited to L being a subfield of C. In the next
section, we then apply the descent theorem to relate this computation on Galois
cohomology to the set of equivalence classes of K-forms of nL(G, c).

So let L/K be a Galois extension of subfields of C. Recall from Section 4.1 that
any graph G has an associated quotient graph G which has a finite automorphism
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group Aut(G). Let us equip this group with the trivial Gal(L/K)-action, thus
turning it in a Gal(L/K)-group. The following maps are then Gal(L/K)-
equivariant group morphisms

Aut(nL(G, c)) GL(G) Aut(G),πab p

where p is the morphism from (4.7) obtained by modding out the irreducible
identity component of GL(G). Thus one gets an induced map on cohomology

(p ◦ πab)∗ : H1(L/K,Aut(nL(G, c))) −→ H1(L/K,Aut(G)).

In what follows, we will prove that this is in fact a bijection. Note that Theorem
5.4.3 already tells us that πab∗ is a bijection. Thus, we are only left to prove
that p∗ is a bijection.

Theorem 5.6.1. Let L/K be a Galois extension of subfields of C. The map
(p ◦ πab)∗ as described above is a bijection.

Proof. As already mentioned, by Theorem 5.4.3, we only need to prove that the
induced map p∗ is a bijection. Note that p decomposes as the composition of
two quotient maps

GL(G) GL(G)
/
UL(G) GL(G)

/
GL0 (G),p1 p2

where UL(G) is the unipotent radical and GL0 (G) is the irreducible component
at the identity of GL(G). By Theorem 5.3.10, we know that the induced map
(p1)∗ is bijective. Thus, we are left to prove that (p2)∗ is bijective.

By Theorem 4.6.6, we have

GL(G)
/
UL(G) ∼= P (Aut(G)) ·

∏
λ∈ΛG

GL(spanL(λ)).

In the same way as we did in Remark 4.1.9, choose an ordering of the vertices
in each coherent component

λ = {vλ,1, vλ,2, . . . , vλ,|λ|}

and write r : Aut(G) → Aut(G) for the associated splitting morphism. We then
have that

GL(G)
/
UL(G) ∼= (P ◦ r)(Aut(G)) ·

∏
λ∈ΛG

GL(spanL(λ)). (5.5)
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By using coordinates with respect to the ordered basis vλ,1, vλ,2, . . . , vλ,|λ|, we
get for each λ ∈ ΛG a group isomorphism

fλ : GL(spanL(λ)) → GL|λ|(L).

Moreover, these are isomorphisms of Gal(L/K)-groups (with the standard
coefficient-wise Gal(L/K)-action on GL|λ|(L)). The action of Aut(G) on ΛG
allows one to define a semi-direct product ∏

λ∈ΛG

GL|λ|(L)

⋊ Aut(G)

in the same way as the semi-direct products constructed in Section 5.5. We also
endow this group with the same Gal(L/K)-action as was done in Section 5.5.
As one can check we get a commutative diagram

GL(G)
/
UL(G) Aut(G)

(∏
λ∈ΛG

GL|λ|(L)
)
⋊ Aut(G)

p2

∼= π

where the isomorphism is obtained by first applying the isomorphism from (5.5)
and then using the isomorphisms fλ. As one can check it is an isomorphism of
Gal(L/K)-groups. By Theorem 5.3.8, the groups GL|λ|(L) have trivial Galois
cohomology for any field extension L/K. Thus, we can apply Theorem 5.5.1
and find that π induces a bijection on the associated Galois cohomology sets.
Thus, by the diagram, this proves that (p2)∗ is a bijection.

Remark 5.6.2. Let G = (V,E) be a graph and L/K a field extension of
subfields of C. Note that any graph automorphism φ ∈ Aut(G) induces a unique
Lie algebra automorphism q(φ) ∈ Aut(nL(G, c)) such that q(φ) restricts to φ on
V . Note that the map q is a Gal(L/K)-equivariant group morphism. Choose a
splitting morphism r : Aut(G) → Aut(G) like in Remark 4.1.9. Then we get an
induced map

i = (q ◦ r) : Aut(G) → Aut(nL(G, c)).
As one can check, the induced map i∗ on cohomology gives an inverse to the
map (p ◦ πab)∗ from Theorem 5.6.1.

Note that the set H1(L/K,Aut(G)) is easier to understand than the set
H1(L/K,Aut(nL(G, c))). Indeed, since the Gal(L/K)-action on Aut(G) is
trivial, its cocycles are just continuous group morphisms

ρ : Gal(L/K) → Aut(G),
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and two such group morphisms ρ, η are equivalent if and only if there exists a
φ ∈ Aut(G) such that ρσ = φησφ

−1 for all σ ∈ Gal(L/K).

5.6.2 Rational forms of the real and complex Lie algebra

In this section we give a description of the rational forms of nR(G, c) and nC(G, c)
and give some examples with concrete graphs.

Consider a Galois extension L/K of subfields of C. As discussed in Remark
5.6.2, after choosing a splitting morphism r : Aut(G) → Aut(G), we obtain a
Gal(L/K)-equivariant group morphism

i : Aut(G) → Aut(nL(G, c)).

Thus, for any continuous morphism ρ : Gal(L/K) → Aut(G), we get a cocycle
i ◦ ρ ∈ Z1(L/K,Aut(nL(G, c))) and thus, by (5.4), a K-form of nL(G, c). For
notational purposes, we will simply write this form as

nK(ρ, c) = {v ∈ nL(G, c) | ∀σ ∈ Gal(L/K) : i(ρσ)(σv) = v},

Note that the cocycle i ◦ ρ that we use, takes values in Aut(nK(G, c)) ⊂
Aut(nL(G, c)) and is thus of the type that is described in Remark 5.4.4.

The following theorem now tells us that all rational forms of nC(G, c) arise in
this way, and which ones will be rational forms of the real Lie algebra nR(G, c).

Let us write τ ∈ Gal(Q/Q) for the complex conjugation automorphism on Q.

Theorem 5.6.3. Let G be a graph and c > 1 an integer. The assignment

[ρ] 7→
[
nQ(ρ, c)

]
gives the bijections

H1 (Q/Q,Aut(G)
)

−→ E
(
C/Q, nC(G, c)

)
(5.6)

and {
[ρ] ∈ H1 (Q/Q,Aut(G)

) ∣∣∣τ ∈ ker(ρ)
}

−→ E
(
R/Q, nR(G, c)

)
. (5.7)

Proof. The first bijection follows immediately from combining Theorem 5.6.1
for K = Q, Theorem 5.4.1 and Theorem 5.2.6.

For the second bijection, note that if we view Q as a subfield of C, we get a
continuous morphism ν : Gal(C/R) → Gal(Q/Q) : σ 7→ σ|Q. This allows us
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to define the maps ω1 and ω2 with domain and codomain as in diagram (5.8)
and which send [ρ] to [ρ ◦ ν]. Note that we also have two bijections i∗ in the
diagram, induced by the map i : Aut(G) → Aut(nK(G, c)) from Remark 5.6.2.

H1(Q/Q,Aut(G)) H1(C/R,Aut(G))

H1(Q/Q,Aut(nQ(G, c))) H1(C/R,Aut(nC(G, c)))

E(Q/Q, nQ(G, c)) E(C/R, nC(G, c)).

ω1

i∗ i∗

ω2 (5.8)

Note that the trivial cocycle in H1(C/R,Aut(nC(G, c))) corresponds to the
standard real form nR(G, c) of nC(G, c). Thus by the bottom square in the
commutative diagram (5.8), it follows that the cocycles in H1(Q/Q,Aut(nQG,c))
that give a rational form of nR(G, c) are exactly the classes in ω−1

2 ([1]). By the
top square in diagram (5.8), we get that the classes [ρ] ∈ ω−1

1 ([1]) are then
exactly the ones for which [nQ(ρ, c)] lies in E(R/Q, nR(G, c)).

Since we have that

[ρ] ∈ ω−1
1 ([1]) ⇔ [ρ ◦ ν] = [1]

⇔ ∃φ ∈ Aut(G) : ∀σ ∈ Gal(C/R) : (ρ ◦ ν)σ = φ Idφ−1

⇔ ∀σ ∈ Gal(C/R) : (ρ ◦ ν)σ = Id

⇔ ρτ = Id

⇔ τ ∈ ker(ρ),

this proves that the second map is a bijection.

We are now ready to prove the ‘injective version’ of Theorem 5.6.3. It only uses
finite degree Galois extensions of Q and thus the Krull topology does not play
a role anymore.

Theorem 5.6.4 (Injective version). Let G be a graph. Any rational form of
the complex Lie algebra nC(G, c) is isomorphic to

nQ(ρ, c) = {v ∈ nL(G, c) | ∀σ ∈ Gal(L/K) : i(ρσ)(σv) = v},

for some finite degree Galois extension L/Q with L ⊂ C and an injective group
morphism ρ : Gal(L/Q) → Aut(G). If K/Q with K ⊂ C is another finite degree
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Galois extension with an injective group morphism η : Gal(K/Q) → Aut(G),
then

nQ(ρ, c) ∼= nQ(η, c)

⇕

L = K and ∃φ ∈ Aut(G) : ∀σ ∈ Gal(L/Q) : ρσ = φησ φ
−1.

The Lie algebra nQ(ρ, c) is a rational form of the real Lie algebra nR(G, c) if and
only if L ⊂ R.

Proof. First, take any rational form of nC(G, c). Then it follows from Theorem
5.6.3 that up to isomorphism, the form is given by nQ(ρ, c) for some continuous
morphism ρ : Gal(Q/Q) → Aut(G). Note that ker(ρ) is an open normal
subgroup of Gal(Q/Q). By Theorem 5.1.14, we get that Lρ := Qker(ρ) is a finite
degree Galois extension of Q and we have a natural isomorphism of groups

Gal(Q/Q)/ ker(ρ) → Gal(Lρ/Q) : σ ker(ρ) 7→ σ|ρ.

We therefore get an induced injective morphism of groups

ρ : Gal(Lρ/Q) → Aut(G)

which gives a class [ρ] ∈ H1(Lρ/Q,Aut(G)). Note that we have a natural
injection nLρ(G, c) ↪→ nQ(G, c) and that this injection restricts to a Q-Lie
algebra isomorphism nQ(ρ, c) ∼= nQ(ρ, c). Following Theorem 5.6.3, we also have
that nQ(ρ, c) is a rational form of nR(G, c) if and only if τ ∈ ker(ρ) and thus if
and only if Lρ ⊂ R.

Second, if η : Gal(Q/Q) → Aut(G) is another continuous morphism, we have
the equivalences

nQ(ρ, c) ∼= nQ(η, c) ⇔ nQ(ρ, c) ∼= nQ(η, c)

⇔ [ρ] = [η]

⇔ ker(ρ) = ker(η) and [ρ] = [η]

⇔ Lρ = Lη and [ρ] = [η].

At last, note that conversely, if L′/Q is any finite degree Galois extension and
ρ′ : Gal(L′/Q) → Aut(G) is any injective group morphism, we can define the
continuous morphism

ρ : Gal(Q/Q) → Aut(G) : σ 7→ ρ′(σ|L′),

which now satisfies ρ = ρ′. This shows all that needed to be proven.
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The following example shows that Theorem 5.6.4 can be used to simplify certain
classifications of Lie algebras, especially for quadratic extensions.

Example 5.6.5 (Direct sum of two Heisenberg Lie algebras). Consider the
graph G = (V,E) defined by V = {v1, v2, w1, w2} and E = {{v1, w1}, {v2, w2}}.
The set of coherent components is then given by ΛG = {λ1 := {v1, w1}, λ2 :=
{v2, w2}}. A figure of the graph and quotient graph are given below.

w1 w2

v1 v2

G

2
λ1

2
λ2

G

There are only two automorphisms of the quotient graph, namely the identity
and φ ∈ Aut(G) which is defined by φ(λ1) = λ2 and φ(λ2) = λ1. We can define
the morphism r : Aut(G) → Aut(G) by letting r(φ)(v1) = v2, r(φ)(v2) = v1,
r(φ)(w1) = w2 and r(φ)(w2) = w1. The associated 2-step nilpotent Lie algebra
nL(G, 2) is then isomorphic to a direct sum of two 3-dimensional Heisenberg
Lie algebras with basis {v1, v2, w1, w2, u1, u2} where u1 := [v1, w1] and
u2 := [v2, w2].

It is clear that if Gal(L/Q) → Aut(G) is an injective group morphism, L/Q
must have degree 2 or 1. All non-isomorphic degree 2 or 1 Galois extensions of
Q are given by Q(

√
d) for d a square free non-zero integer (see Example 5.1.2).

Note that if d = 1, Q(
√
d) = Q. For all square free non-zero integers d, let ρd

denote the uniquely determined injective group morphism ρd : Gal(Q(
√
d)/Q) →

Aut(G). For simplicity, let us write nQd for the associated rational form nQ(ρd, 2)
of nC(G, 2). From Theorem 5.6.4 we then get that the sets

{nQd | d ̸= 0 square free} and {nQd | d ≥ 1 square free}

give us a complete set of pairwise non-isomorphic rational forms of nC(G, 2) and
nR(G, 2), respectively. Note that nQ1

∼= nQ(G, 2) is the standard rational form of
nC(G, 2). We thus get an alternative proof of [Lau08, Proposition 3.2.] without
using the Pfaffian form on 2-step nilpotent Lie algebras.

For a non-zero square-free integer d, a basis for nQd ⊂ nC(G, 2) can be given by

X1 := v1 + v2 Y1 := w1 + w2 Z1 := u1 + u2

X2 :=
√
d(v1 − v2) Y2 :=

√
d(w1 − w2) Z2 :=

√
d(u1 − u2).
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The bracket relations of the rational Lie algebra nQd in this basis are then given
by

[X1, Y1] = Z1 [X2, Y1] = Z2

[X1, Y2] = Z2 [X2, Y2] = dZ1.

We can also consider the complement graph.

Example 5.6.6. Let G = (V,E) be the graph from Example 5.6.5 and G∗

its complement graph, i.e. G∗ = (V,E∗) with E∗ = {{v, w} | v, w ∈ V, v ̸=
w, {v, w} /∈ E}. A figure of G∗ and its quotient graph are given below.

w1 w2

v1 v2

G∗

2
λ1

2
λ2

G∗

Since Aut(G∗) = Aut(G), it follows that the only injective group morphisms
Gal(L/Q) → Aut(G∗) are the morphisms ρd : Gal(Q(

√
d)/Q) → Aut(G) from

Example 5.6.5 where d is any square free non-zero integer. Again, let us simply
write nQd,∗ for the associated rational form nQ(ρd, 2) of nC(G∗, 2). From Theorem
5.6.4 it thus follows that the sets

{nQd,∗ | d ̸= 0 square free} and {nQd,∗ | d ≥ 1 square free}

give us a complete set of pairwise non-isomorphic rational forms of nC(G∗, 2) and
nR(G∗, 2), respectively. A basis for nC(G∗, 2) can be given by {v1, v2, w1, w2,
u1, u2, u3, u4} where u1 := [v1, w2], u2 := [v2, w1], u3 = [v1, v2], u4 = [w1, w2].
For non-zero square-free d, a basis for the form nQd,∗ can then be given by:

X1 := v1 + v2 Y1 := w1 + w2

X2 :=
√
d(v1 − v2) Y2 :=

√
d(w1 − w2)

Z1 := u1 + u2 Z3 = −2
√
d u3

Z2 :=
√
d(u2 − u1) Z4 = −2

√
d u4.
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The bracket relations of the rational Lie algebra nQd,∗ in this basis are then given
by

[X1, X2] = Z3 [X2, Y1] = Z2

[X1, Y1] = −Z1 [X2, Y2] = dZ1

[X1, Y2] = −Z2 [Y1, Y2] = Z4.

We thus get an alternative proof of [Lau08, Proposition 4.5.].

5.6.3 Number of non-isomorphic rational forms

We apply Theorem 5.6.4 to show that the Lie algebras nR(G, c) and nC(G, c)
have either exactly one or infinitely many rational forms, up to isomorphism.
The number of rational forms is always countable by Remark 5.2.3.

First, we need the following fundamental observation that ensures the existence
of enough non-isomorphic cyclic Galois extensions of a certain degree.

Lemma 5.6.7. For every positive integer d > 1, there exist infinitely many
real Galois extensions Li/Q with i ∈ N such that Gal(Li/Q) ∼= Z/dZ and
Li ∩ Lj = Q for any i, j ∈ N with i ̸= j.

Proof. By Dirichlet’s theorem [Dir13], there are infinitely many different primes
pi for i ∈ N such that pi = 1 mod 2d for all i ∈ N. If we denote by ζk = e2πi/k

the primitive k-th root of unity, we can define the cyclotomic field extensions
Ki = Q(ζpi), for which the Galois group Gal(Ki/Q) is cyclic of order pi−1. Since
2d | pi − 1, there exists a (unique) cyclic subgroup Hi ⊂ Gal(Ki/Q) of index 2d.
Let KHi

i denote the field which is fixed under Hi. Since Gal(Ki/Q) is abelian,
Hi is a normal subgroup and thus we have Gal(KHi

i /Q) ∼= Gal(Ki/Q)
Hi

∼= Z/2dZ.

Note that Gal(KHi
i /Q) has a unique element σ of order 2 and in case KHi

i is not
totally real, this must be the complex conjugation automorphism. Let Li be the
subfield ofKHi

i which is fixed by {1, σ}. As before we have that {1, σ} is a normal
subgroup of Gal(KHi

i /Q) and thus that Gal(Li/Q) ∼= Gal(KHi
i
/Q)

{1,σ}
∼= Z/dZ. Note

that, even if Ki was not totally real, the fields Li must be real since they are fixed
by complex conjugation. We have thus constructed infinitely many real Galois
extensions Li/Q, i ∈ N such that Gal(Li/Q) ∼= Z/dZ. Moreover since for i ≠ j,
the primes pi and pj are different, we know that Ki ∩Kj = Q(ζpi

) ∩ Q(ζpj
) =

Q(ζgcd(pi,pj)) = Q. As a consequence also Li ∩ Lj = Q.
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Theorem 5.6.8. The Lie algebras nR(G, c) and nC(G, c) associated to a graph
G for c > 1 have either exactly one or infinitely many rational forms up to
isomorphism. The former is true if and only if Aut(G) is trivial.

Proof. If Aut(G) is trivial, then clearly H1(Q/Q,Aut(G)) is trivial as well which
implies by Theorem 5.6.3 that both E(R/Q, nR(G, c)) and E(C/Q, nC(G, c))
count only one element.

Conversely, assume that Aut(G) is non-trivial. Then there exists an element
φ ∈ Aut(G) of prime order p. Let Li with i ∈ N be the finite degree Galois
extensions of Q with Galois group Z/pZ as in Lemma 5.6.7. Choose for all
i ∈ N a generator σi ∈ Gal(Li/Q) and define the injective morphisms

ρi : Gal(Li/Q) → Aut(G) : σki 7→ φk.

The fields Li are all different and hence the corresponding rational forms are
non-isomorphic by Theorem 5.6.4. Moreover, since each Li is a real field, the
aforementioned theorem implies nQ(ρi, c) is a rational form of the real Lie algebra
nR(G, c) for all i ∈ N. This proves that E(R/Q, nR(G, c)) counts infinitely many
elements and thus the same is true for E(C/Q, nC(G, c)).

As a consequence, we present a family of graphs such that the corresponding
real and complex Lie algebras have a unique rational form, up to isomorphism.

Example 5.6.9. Let p, q be two non-negative integers with q > 1. Take two
disjoint sets V1 and V2 which have cardinalities p and q, respectively. We can
define a graph G = (V1 ⊔V2, E) where E = {{v, w} | v ∈ V1, w ∈ W2}∪{{v, w} |
v, w ∈ V1, v ̸= w}. The quotient graph of G can be drawn as:

p q
.

From this it is clear that Aut(G) is trivial and thus that the c-step nilpotent
Lie algebras over R (or C) which are associated to these graphs have only one
rational form up to isomorphism. Note that these graphs were also considered
in [DM05] in the study of Anosov diffeomorphisms.

Question 5.6.10. Does Theorem 5.6.8 hold for all real and complex nilpotent
Lie algebras?

5.6.4 Number of non-isomorphic real forms

In this section we prove a characterization of real forms in complex partially
commutative Lie algebras and apply it to some examples. If G is a group, we say
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an element g ∈ G is an involution of G if g2 = 1. Note that, in particular, the
neutral element e ∈ G is defined to be an involution. We write τ ∈ Gal(C/R)
for the complex conjugation automorphism.
Theorem 5.6.11. Let G be a graph, c > 1 an integer and nC(G, c) the associated
complex Lie algebra. Every real form of nC(G, c) is isomorphic to

nR(φ, c) = {v ∈ nC(G, c) | φ(τv) = v}

for some involution φ ∈ Aut(G). If ϕ ∈ Aut(G) is another involution, then
the real forms nR(φ, c) and nR(ϕ, c) are isomorphic if and only if φ and ϕ are
conjugate in Aut(G).

Proof. Combining Theorem 5.6.1 for L = C,K = R and Theorem 5.4.1 we get
a bijection

H1(C/R,Aut(G)) → E(C/R, nC(G, c)) : [ρ] 7→ [nQ(ρ, c)].

It is clear that any ρ ∈ Z1(C/R,Aut(G)) is determined by the involution ρ(τ).
Conversely, every involution φ ∈ Aut(G) gives a unique morphism

ρφ : Gal(C/R) → Aut(G) : 1 7→ Id, τ 7→ φ.

If we write nR(φ, c) for the real form nR(ρφ, c), then the statements in the
theorem follow straightforward.

The following fact about symmetric groups is easily verified and thus we omit
the proof.
Lemma 5.6.12. For any k ∈ Z>0, the number of involutions up to conjugation
in the symmetric group Perm(X) with |X| = 2k or |X| = 2k + 1 is equal to
k + 1.

In what follows, we give examples of graphs for which we discuss the real forms
of the associated complex Lie algebra.
Example 5.6.13 (n-fold direct sum of Heisenberg Lie algebras). Let n > 1 be
an integer and let Gn = (Vn, En) denote the graph defined by Vn = {1, . . . , 2n}
and En = {{2i− 1, 2i} | 1 ≤ i ≤ n} as drawn below.

. . . {

n times

Gn
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If we let hK3 denote the 3-dimensional Heisenberg Lie algebra over the field K,
then it is not hard to see that for c = 2 we get a decomposition

nC(Gn, 2) ∼= hC3 ⊕ . . .⊕ hC3︸ ︷︷ ︸
n times

.

The set of coherent components of Gn is given by Λn = {{2i− 1, 2i} | 1 ≤ i ≤
n}. It is straightforward to verify that the automorphism group Aut(Gn) is
isomorphic to the permutation group on a set with n elements. By lemma 5.6.12,
we thus find for any integers c > 1 and k ≥ 1 that the number of real forms of
nC(Gn, c) is equal to k + 1 both for n = 2k and n = 2k + 1. In particular, we
can achieve every natural number ≥ 1 as the number of different real forms.

In the special case of c = 2, we can even describe the Lie algebras explicitly.
Let nQ−1,∗ be the rational Lie algebra as defined in Example 5.6.6 and write
nR−1,∗ = nQ−1,∗ ⊗Q R. Note that nR−1,∗ is a 6-dimensional real Lie algebra that
is also isomorphic to the real Lie algebra obtained by restricting the scalar
multiplication on hC3 to R. Every real form of nC(Gn, 2) is isomorphic to a direct
sum Lie algebra of the form

hR3 ⊕ . . .⊕ hR3︸ ︷︷ ︸
k times

⊕ nR−1,∗ ⊕ . . .⊕ nR−1,∗︸ ︷︷ ︸
l times

for some non-negative integers k, l which satisfy k + 2l = n.

In Example 5.6.13, the real forms arise from permuting the summands in the
direct sum decomposition. To show that any number of real forms can also be
present in an indecomposable Lie algebra (see Section 5.6.5 for the definition),
we give the following example.

Example 5.6.14. Let n > 1 be an integer and let Gn = (Vn, En) denote
the graph defined by Vn = {1, . . . , 2n + 1} and En = {{1, 2i} | 1 ≤ i ≤
n} ∪ {{2i, 2i+ 1} | 1 ≤ i ≤ n} as drawn below.

. . . {

n times

Gn
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The set of coherent components is given by all singletons Λn = {{i} | 1 ≤
i ≤ 2n + 1}. It is straightforward to verify that the automorphism group
Aut(Gn) is isomorphic to the permutation group on a set with n elements. By
Lemma 5.6.12, we thus find for any integers c > 1 and k ≥ 1 that the number
of real forms of nC(Gn, c) is equal to k + 1 both for n = 2k and n = 2k + 1.
In particular, we can achieve every natural number ≥ 1 as the number of
non-isomorphic real forms of an indecomposable complex Lie algebra.

Thus, the above example shows the following observation that the author did
not find yet in the literature. Again, we refer to the following section for the
definition of an indecomposable Lie algebra.

Corollary 5.6.15. For any integer k > 1, there exist indecomposable nilpotent
complex Lie algebras with exactly k real forms up to isomorphism.

5.6.5 Indecomposable forms

Example 5.6.5 illustrates that the direct sum of two complex Heisenberg Lie
algebras has rational forms that do not admit a direct sum of two non-trivial
rational Lie algebras, in contrast to the original complex Lie algebra. We say
those rational forms are indecomposable and in what follows we determine
which forms of a partially commutative nilpotent Lie algebra have this property.
First, let us give a rigorous definition of indecomposable Lie algebras.

Definition 5.6.16. A Lie algebra g defined over a field K is said to be
decomposable if there exist two non-trivial Lie ideals h, k ⊂ g such that g = h⊕ k.
We say a Lie algebra is indecomposable if it is not decomposable.

Note that if a Lie algebra gL is indecomposable, then any K-form gK for K ⊂ L
is indecomposable as well. As mentioned above, the converse does not hold.

If a Lie algebra is decomposable, one can decompose it into its indecomposable
summands. Such a decomposition is not unique in general, but in [FGH13,
Theorem 3.3.], uniqueness was proven in case the Lie algebra is centreless, i.e.
in case

Z(g) = {X ∈ g | ∀Y ∈ g : [X,Y ] = 0} = {0}.

The theorem was proven for real Lie algebras, but the proof works for any
subfield of C. We can restate the result that we need as follows:

Theorem 5.6.17 ([FGH13]). Let g be a Lie algebra over a field K ⊂ C, s, t
positive integers and h1, . . . , hs, k1, . . . , kt ⊂ g indecomposable ideals such that

g = h1 ⊕ . . .⊕ hs and g = k1 ⊕ . . .⊕ kt,
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then s = t and up to reordering the summands hi, we have hi ⊂ ki + Z(g) for
all i ∈ {1, . . . , s}.

We want to apply the above theorem to the partially commutative nilpotent Lie
algebras nK(G, c). In order to do so we first determine a canonical decomposition
of nK(G, c) into indecomposable ideals.

First, recall that for any two Lie algebras g1, g2, the direct sum Lie algebra
is the vector space g1 ⊕ g2 endowed with a Lie bracket determined by [X1 +
X2, Y1 + Y2] := [X1, Y1] + [X2, Y2] for any X1, Y1 ∈ g1 and X2, Y2 ∈ g2.

Second, recall from Remark 4.2.3 that the Lie algebra nK(G, c) satisfies a
universal property. Using this property, it is not hard to show the following
lemma.

Lemma 5.6.18. Let G = (V,E) be a graph and K ⊂ C a field. Let V1, V2 ⊂ V
be disjoint subsets such that V = V1 ∪ V2 and ∀v ∈ V1, w ∈ V2 : {v, w} /∈ E.
Write G1, G2 for the subgraphs of G spanned by V1, V2, respectively. There exists
a unique Lie algebra isomorphism

nK(G, c)
∼=−→ nK(G1, c) ⊕ nK(G2, c)

which restricts to the identity on the vertices V .

Recall the definition of a connected graph from Section 4.1.

Lemma 5.6.19. Let G = (V,E) be a graph and K ⊂ C a field. The following
are equivalent:

(i) G is connected,

(ii) nK(G, 2) is indecomposable,

(iii) nK(G, c) is indecomposable for any c > 1.

Proof. (i) ⇒ (ii). This is essentially [DM05, Lemma 6.6] which deals with
K = R but works for an arbitrary field.

(ii) ⇒ (iii). Take any c > 1 and assume that there exist ideals h, k ⊂ nK(G, c)
such that nK(G, c) = h ⊕ k. Note that both h and k are also nilpotent Lie
algebras. We have a sequence of isomorphisms:

nK(G, 2) ∼= nK(G, c)/γ3(nK(G, c)) ∼= h/γ3(h) ⊕ k/γ3(k).

Since nK(G, 2) is assumed to be indecomposable, this implies that h/γ3(h) = {0}
or k/γ3(k) = {0}. By nilpotency of h and k, we then get that h = {0} or k = {0}.
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(iii) ⇒ (i). We prove this by contraposition. Assume G is not connected, then
there exists a partition of the vertices V = V1 ⊔ V2 with V1 and V2 non-empty,
such that for any v ∈ V1 and any w ∈ V2 it holds that {v, w} /∈ E. It then
readily follows from Lemma 5.6.18 that nK(G, c) is decomposable and concludes
the proof.

Let us write for the remainder of this section

W = nK(G, c)/[nK(G, c), nK(G, c)]

and note that we can see the vertices V as a subset of W , by identifying them
with their images under the projection to the abelianization

πab : nK(G, c) → W.

Moreover, the vertices give a basis for W . The projection of the centre to the
abelianization can be described by the following lemma. The degree of a vertex
v ∈ V is defined as the number of vertices adjacent to v.

Lemma 5.6.20. For any graph G = (V,E) and field K ⊂ C we have

πab
(
Z
(
nK(G, c)

))
= spanK ({v ∈ V | v has degree 0}) ⊂ W.

Proof. Take any v ∈ V of degree 0. It is clear that [v, w] = 0 in nK(G, c) for
any w ∈ V and thus since V generates nK(G, c) that v ∈ Z(nK(G, c)). As a
consequence we get the inclusion

spanK ({v ∈ V | v has degree 0}) ⊆ πab
(
Z
(
nK(G, c)

))
.

For the other inclusion, take any X ∈ πab
(
Z
(
nK(G, c)

))
. Then there exists a

Y ∈ γ2(nK(G, c)) such that X + Y ∈ Z
(
nK(G, c)

)
. As a consequence, for any

w ∈ V it must hold that [w,X + Y ] = [w,X] + [w, Y ] = 0. From the Carnot
grading of nK(G, c) as given in (4.3), it follows that both [w,X] and [w, Y ] are
zero, and this for any vertex w ∈ V . Let f : V → K be the unique function
such that X =

∑
v∈V

f(v)v. We then get that
∑
v∈V

f(v)[w, v] = 0 for any w ∈ V .

Using the relations in nK(G, c), this reduces to
∑

v∈N(w)

f(v)[w, v] = 0, where we

remind the reader of the definition of the open neighbourhood N(w) of a vertex
w from Section 4.1. Since the set {[w, v] | v ∈ N(w)} is linearly independent
in nK(G, c), it follows that f(v) = 0 for all v ∈ N(w) and all w ∈ V . This
exactly means that X ∈ spanK ({v ∈ V | v has degree 0}), which proves the
other inclusion.
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Let G = (V,E) be a graph. Recall from Section 4.1 that a walk is a tuple
of vertices (v1, . . . , vn) such that {vi, vi+1} ∈ E for all i ∈ {1, . . . , n − 1}. In
that case, we say that (v1, . . . , vn) is a walk between v1 and vn. Note that the
existence of a walk between vertices defines an equivalence relation on V . The
equivalence classes are called the connected components of G. Note that every
connected component is in fact connected (definition from Section 4.1). We let
C(G) denote the set of all connected components of G. We can now combine
Theorem 5.6.17, Lemma 5.6.18, Lemma 5.6.19 and Lemma 5.6.20 to prove the
following result for the decomposition of Lie algebras associated to graphs.

Proposition 5.6.21. Let G = (V,E) be a graph with no vertices of degree
0, K ⊂ C a field k a positive integer and h1, . . . , hk ⊂ nK(G, c) non-trivial
indecomposable ideals such that nK(G, c) = h1 ⊕ . . .⊕ hk. Then k = |C(G)| and
there exists an ordering of the connected components C(G) = {C1, . . . , Ck} such
that πab(hi) = spanK(Ci) for all i ∈ {1, . . . , k}.

Proof. Let {C1, . . . , Cl} be some ordering of the connected components of G
with l = |C(G)|. Let ni ⊂ nK(G, c) be the Lie subalgebra in nK(G, c) generated
by Ci for all i ∈ {1, . . . , l}. By Lemma 5.6.18, it is clear that the ni’s are
ideals, that nK(G, c) = n1 ⊕ . . .⊕ nk and if Gi denotes the subgraph spanned by
Ci, that ni ∼= nK(Gi, c). Moreover, since each graph Gi is connected, Lemma
5.6.19 implies that ni ∼= nK(Gi, c) is indecomposable for each i ∈ {1, . . . , l}.
By Theorem 5.6.17, we have k = l = |C(G)| and we can fix a reordering
of the connected components of G such that hi ⊂ ni + Z(nK(G, c)) for all
i ∈ {1, . . . , k}. Since G has no vertices of degree 0, we find by Lemma 5.6.20 that
πab(Z(nK(G, c))) = {0} and thus that πab(hi) ⊂ πab(ni) for all i ∈ {1, . . . , k}.
Note that πab(ni) = spanK(Ci) and thus that V = πab(n1)⊕. . .⊕πab(nk). Since
πab is surjective we must have V = πab(h1 + . . .+ hk) = πab(h1) + . . .+ πab(hk)
which implies that πab(hi) = πab(ni) = spanK(Ci) for all i ∈ {1, . . . , k}. This
concludes the proof.

Let G = (V,E) be a graph and L/K a Galois extension of subfields of C.
Recall the natural action of Gal(L/K) on nL(G, c). Note that spanL(V ) =
W ⊂ nL(G, c) is preserved under this action and thus that we have an induced
action of Gal(L/K) on W . The vertices V ⊂ W are fixed under this action. If
ρ : Gal(L/K) → Aut(G) is a continuous morphism and nK(ρ, c) the associated
K-form of nL(G, c), one can check that

πab(nK(ρ, c)) = {v ∈ W | ∀σ ∈ Gal(L/K) : P (ρσ)(σv) = v} (5.9)

where
P = (P ◦ r)
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with r : Aut(G) → Aut(G) is the splitting morphism as chosen in 5.6.2 and
P : Aut(G) → GL(W ) is the permutation representation.

Let ΛG be the set of coherent components of G. As one can check, every
connected component which counts at least two vertices is a disjoint union of
coherent components. On the other hand, the union of all connected components
which are singletons is equal to a coherent component. This is illustrated by
the example drawn below. Dashed lines represent coherent components while
full lines (apart from de edges) represent connected components.

For any φ ∈ Aut(G), the images of two coherent components which are subsets
of the same connected component are again subsets of the same connected
component. Let C ∈ C(G) be a connected component. In case C counts
at least two vertices, there exist coherent components λ1, . . . , λk such that
C = λ1 ⊔ . . . ⊔ λk and we define χ(φ)(C) = φ(λ1) ⊔ . . . ⊔ φ(λk). In case C is a
singleton, we define χ(φ)(C) = C. This gives a morphism

χ : Aut(G) → Perm(C(G)).

Recall that an action is called transitive if it has only one orbit.

Theorem 5.6.22. Let G = (V,E) be a graph, L/K a Galois extension of
subfields of C and ρ : Gal(L/K) → Aut(G) a continuous morphism. The form
nK(ρ, c) is indecomposable if and only if the (χ◦ρ)-action on the set of connected
components C(G) is transitive.

Proof. Assume nK(ρ, c) is indecomposable. Let C ∈ C(G) be a connected
component. We write Ṽ for the vertices which lie in a connected component
which lies in the (χ ◦ ρ)-orbit of C, i.e. Ṽ = {v ∈ V | ∃σ ∈ Gal(L/K) : v ∈
(χ ◦ ρ)σ(C)}. Let n1 and n2 denote the subalgebras of nL(G, c) generated by Ṽ
and V \ Ṽ , respectively. It follows that r(ρσ)(Ṽ ) = Ṽ and as a consequence
that i(ρσ)(n1) = n1 and i(ρσ)(n2) = n2 for any σ ∈ Gal(L/K). Moreover, since
n1 and n2 are generated by sets of vertices, we have that i(ρσ)(σn1) = n1 and
i(ρσ)(σn2) = n2 for any σ ∈ Gal(L/K). By Lemma 5.6.18, n1 and n2 are ideals
and we have a direct sum nL(G, c) = n1 ⊕n2. Thus, for an arbitrary v ∈ nL(G, c)
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there exist unique vectors v1 ∈ n1 and v2 ∈ n2 such that v = v1 + v2. For any
σ ∈ Gal(L/K), we then have the equivalences

i(ρσ)(σv) = v ⇔ i(ρσ)(σ(v1 + v2)) = v1 + v2

⇔ i(ρσ)(σv1) + i(ρσ)(σv2) = v1 + v2

⇔ i(ρσ)(σv1) = v1 and i(ρσ)(σv2) = v2.

where the last equivalence uses i(ρσ)(σnj) = nj for j = 1, 2. Since n1, n2 are
themselves Lie algebras associated to a graph, we know that

mj = {v ∈ nj | ∀σ ∈ Gal(L/K) : i(ρσ)(v) = v}

defines a K-form of nj . The above equivalences then imply that nK(ρ, c) =
m1 ⊕ m2. Moreover, since n1 and n2 are ideals, the same holds for m1 and m2.
Since we assumed nK(ρ, c) to be indecomposable and m1 ≠ {0} by construction,
we must have that m2 = {0} and thus that V \ Ṽ = ∅. This proves that the
(χ ◦ ρ)-action on C(G) is transitive.

Conversely, assume that the (χ◦ρ)-action on C(G) is transitive. Since this action
fixes connected components which are singletons, transitivity implies that either
there are no connected components which are singletons or that V itself is a
singleton. In the latter case, the Lie algebra nL(G, c) is itself indecomposable
and as a consequence so are all of its forms. Thus we can assume that there
are no connected components which are singletons. This is equivalent to saying
there are no vertices of degree 0. Assume there are ideals m1, m2 of the Lie
algebra nK(ρ, c) such that nK(ρ, c) = m1 ⊕ m2. Define nj = spanL(mj) for
j = 1, 2. Since nK(G, c) is a form of nL(G, c), it follows that n1, n2 are ideals
of nL(G, c) and that nL(G, c) = n1 ⊕ n2. By Proposition 5.6.21, we must have
subsets of vertices V1, V2 ⊂ V , each a union of connected components, such
that V = V1 ⊔ V2 and πab(nj) = spanL(Vj) for j = 1, 2. Take σ ∈ Gal(L/K)
arbitrarily. Note that σ(spanL(Vj)) = spanL(Vj) for j = 1, 2, since these
subspaces are spanned by vertices. Using that πab(mj) ⊂ spanL(Vj), we thus
find that σ(πab(mj)) ⊂ spanL(Vj) for j = 1, 2. From equation (5.9) it follows
that P (ρσ)−1(πab(mj)) = σ(πab(mj)) ⊂ spanL(Vj). But since spanL(mj) =
spanL(Vj), we also have P (ρσ)−1(spanL(Vj)) = spanL(Vj). Since σ was chosen
arbitrarily, this implies that r(ρσ)(Vj) = Vj for all σ ∈ Gal(L/K). Since we
assumed that the (χ ◦ ρ)-action on C(G) is transitive, it follows that either V1
or V2 is the empty set and thus that either m1 = {0} or m2 = {0}.





Chapter 6

Anosov Lie algebras

In this chapter we will deal with Question 3.4.23 from Chapter 3 that reads:
which rational Lie algebras admit an integer-like hyperbolic automorphism?
Such an automorphism is called an Anosov automorphism and a rational
Lie algebra admitting one is called an Anosov Lie algebra. In Section 6.4
we prove a result on the indecomposable factors of Anosov Lie algebras (see
Theorem 6.4.5). In Section 6.5 we give the first example of a 12-dimensional
Anosov Lie algebra without a positive grading and we prove that this is the
smallest dimension for such an example (see Theorem 6.5.17). In Section 6.6,
we prove a characterization of Anosov rational forms in partially commutative
Lie algebras (see Theorem 6.6.13). This uses Theorem 5.6.3 from Chapter 5 on
the rational forms of partially commutative Lie algebras.

6.1 Definitions and known results

Definition 6.1.1. Let n be a nilpotent Lie algebra defined over a subfield of
C. We say an automorphism A ∈ Aut(g) is an Anosov automorphism if it is
hyperbolic and integer-like. A rational Lie algebra which admits an Anosov
automorphism will be called an Anosov Lie algebra.

The following observations are elementary, yet important for the results in this
section.

Lemma 6.1.2. The semi-simple part of an Anosov automorphism is an Anosov
automorphism. Any non-zero power of an Anosov automorphism is an Anosov
automorphism.

139
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Proof. Let A be an Anosov automorphism on the Lie algebra g defined over a
subfield K ⊂ C.

For the first part, recall from sections 4.5 and 4.6 that the automorphism
group Aut(g) is a linear algebraic group defined over K. Let A = AsAu be
the multiplicative Jordan-Chevalley decomposition of A. By Theorem 4.5.8,
it follows that also As ∈ Aut(g) and thus that As is also a Lie algebra
automorphism. Moreover, the characteristic polynomial of As is the same
as the one of A, implying that A is also hyperbolic and integer-like. We
conclude that As is an Anosov automorphism.

For the second part, let k be a non-zero integer. The eigenvalues of Ak are the
k-powers of the eigenvalues of A. Clearly this does not alter the fact that they
have modulus different from 1 as k ̸= 0. By Remark 3.4.19, there exists a basis
with respect to which A is represented by an integral matrix with determinant
equal to 1 or −1. The k-th power of this matrix is still integral with determinant
equal to 1 or −1. Therefore, we conclude that Ak is also integer-like and thus
Anosov.

Let K/Q be an algebraic field extension. We recall that an algebraic integer
in K is an element α ∈ K whose minimal polynomial has integer coefficients.
It is a classical result that the set of all algebraic integers in K form a ring.
The units of this ring, which are the algebraic integers α ∈ K such that α−1 is
also an algebraic integer, are called the algebraic units in K. This is a group
for the multiplication and we write this group as UK . Another standard result
states that α ∈ K is an algebraic unit if and only if its minimal polynomial has
integer coefficients and has a constant term equal to ± 1. As a consequence,
the eigenvalues of an Anosov automorphism are algebraic units.

The proof of the following two lemmas is based on [DW23b, Lemma 4.3.].

Lemma 6.1.3. Let f, f1, . . . , fk ∈ Q[X] be monic polynomials with rational
coefficients such that f = f1 · . . . · fk. Then the following are equivalent:

(i) f ∈ Z[X] and f(0) = ±1,

(ii) fi ∈ Z[X] and fi(0) = ±1 for all i.

Proof. The implication (ii) =⇒ (i) is trivial.

For the other implication, note that the roots of f are algebraic units and
therefore the roots of each polynomial fi are algebraic units as well. Using
that the algebraic integers form a ring, we find that the coefficients of the
polynomials fi, which can be expressed as products and sums of the roots of
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fi, are algebraic integers. Since these coefficients are also rational (and since
the algebraic integers in Q are exactly the integers Z) we must conclude that
fi ∈ Z[X] for all i. For each fi, its constant term is a product of its roots.
Since these roots are algebraic units, this product is again an algebraic unit.
Thus, the constant term of fi is an algebraic unit which also has to lie in Z. We
conclude (since the only algebraic units in Q are 1 and −1), that f(0) = ±1 for
all i.

Lemma 6.1.4. Let V be a vector space defined over Q which decomposes into
a direct sum V = V1 ⊕ . . .⊕ Vk. Let A ∈ GL(V ) satisfy A(Vi) = Vi and write
Ai for the restriction of A to Vi. Then the following are true

(i) A is integer-like if and only if Ai is integer-like for all i ∈ {1, . . . , k},

(ii) A is hyperbolic if and only if Ai is hyperbolic for all i ∈ {1, . . . , k}.

Proof. Denote by f, f1, . . . , fk the characteristic polynomials of A,A1, . . . , Ak,
respectively. Clearly we have that f, f1, . . . , fk ∈ Q[X] and f = f1 · . . . · fk.
Lemma 6.1.3 then immediately proves part (i). Part (ii) follows immediately
from f = f1 · . . . · fk.

Another observation is the following.

Lemma 6.1.5. Let V be a non-trivial vector space defined over a subfield of C.
If there exists an A ∈ GL(V ) which is integer-like hyperbolic, then dimV ≥ 2.

Proof. Assume that dim(V ) = 1 and that A ∈ GL(V ) is integer-like hyperbolic.
Note that A has one eigenvalue which is equal to its determinant. Since this
determinant needs to be equal to 1 or −1, we get a contradiction with A being
hyperbolic.

Definition 6.1.6. Let n be a nilpotent Lie algebra of class c. The type of n is
the c-tuple (n1, . . . , nc) where ni = dim(γi(n)) − dim(γi+1(n)).

Let n be a rational nilpotent Lie algebra with an Anosov automorphism A. By
Lemma 6.1.2 its semi-simple part As is also an Anosov automorphism. Hence,
for all i ∈ {1, . . . , c}, one can choose a complement ni to γi+1(n) inside γi(n) for
which As(ni) = ni. Note that if (n1, . . . , nc) is the type of n, then dim(ni) = ni.
Using Lemma 6.1.4 and Lemma 6.1.5, we see that if a rational nilpotent Lie
algebra n admits an Anosov automorphism, its type (n1, . . . , nc) must satisfy
ni ≥ 2 for all i ∈ {1, . . . , c}.

More necessary conditions on the type can be derived and we list them in the
following theorem. The proof can be found in [LW08] and [Pay09].
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Theorem 6.1.7. Let n be a non-abelian rational nilpotent Lie algebra of type
(n1, . . . , nc). If n is Anosov, then the following are true:

(i) n1 ≥ 3 and ni ≥ 2 for all i,

(ii) if n1 = 3, then n2 = 3 and 3 | ni for all i,

(iii) if n1 = 4, then 2 | ni for all i.

Definition 6.1.8. Let g be a Lie algebra. An abelian factor of g is a Lie ideal
h ⊂ g such that h is abelian and there exists another ideal k ⊂ g such that
g = h ⊕ k. An abelian factor is called maximal if it is not properly included in
another abelian factor of g.

Let g be a Lie algebra over a field K. It is immediate that a subspace a ⊂ g is an
abelian factor if and only if it is contained in the center Z(g) with a ∩ [g, g] = 0.
A maximal abelian factor is then exactly any complement to Z(g) ∩ [g, g] inside
Z(g). Therefore, we define the number

m(g) = dim (Z(g)) − dim (Z(g) ∩ [g, g]) ,

which is exactly the dimension of any maximal abelian factor. Note that this
number does not change over field extensions. If L/K is an extension of fields,
we have that m(g) = m(gL = g ⊗K L).

The following theorem was proven in [LW08, Theorem 3.1] and relates maximal
abelian factors to the existence of an Anosov automorphism on nilpotent rational
Lie algebras.

Theorem 6.1.9. Let n be a rational nilpotent Lie algebra with a vector space
decomposition n = a ⊕ ñ where a is a maximal abelian factor and ñ a Lie ideal.
Then n is Anosov if and only if dim(a) ̸= 1 and ñ is Anosov.

In low dimensions, there is a classification of the real Lie algebras that admit an
Anosov rational form. It is enough to list those Lie algebras n with m(n) = 0 (i.e.
those Lie algebras without a non-trivial abelian factor) due to Theorem 6.1.9.
In Table 6.1 we define the Lie algebras that occur in the classification. Note
that h3 and l4 are the Heisenberg Lie algebra of dimension 3 and the standard
filiform Lie algebra of dimension 4, respectively, as introduced in Example 2.3.19
of Chapter 2. The Lie algebra f3,2 is the free 2-step nilpotent Lie algebra on 3
generators.
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Type Bracket relations

h3 (2, 1) [X,Y ] = Z

f3,2 (3, 3) [X1, X2] = Z1, [X2, X3] = Z2, [X3, X1] = Z3

g6,2 (6, 2) [X1, X2] = Z1, [X1, X3] = Z2,

[Y1, Y2] = Z1, [Y1, Y3] = Z2

g4,4 (4, 4) [X1, X2] = Z1, [X1, X4] = Z2,

[X2, X3] = Z3, [X2, X4] = Z4

l4 (2, 1, 1) [X,Y ] = Z, [X,Z] = W

Table 6.1: Definitions of Lie algebras occurring in the classification of real Lie
algebras with an Anosov rational form in low dimensions

The classification was proven up to dimension 8 by [LW09].

Theorem 6.1.10. Any real Lie algebra of dimension ≤ 8 that admits an Anosov
rational form and does not have a non-trivial abelian factor is isomorpic to one
of the following Lie algebras:

h3 ⊕ h3, f3,2, g6,2, g4,4, l4 ⊕ l4.

The following existence result was proven in [LW08].

Theorem 6.1.11. Let n be a rational nilpotent Lie algebra with a positive
grading. The real Lie algebra (n ⊕ . . . ⊕ n)R (where the direct sum counts at
least 2 summands) has an Anosov rational form.

6.2 Dirichlet’s unit theorem

Recall that a number field is a finite degree extension of Q. We consider
any number field as a subfield of C. An (injective) field morphism σ : K →
C will be called an embedding. Every number field K has exactly [K : Q]
different embeddings K → C. If τ : C → C denotes the complex conjugation
automorphism, then an embedding σ : K → C satisfies τ ◦ σ = σ if and only if
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σ(K) ⊂ R. We call σ a real embedding if σ(K) ⊂ R and σ, τ ◦σ a conjugated pair
of complex embeddings if σ(K) ⊈ R. If s is the number of real embeddings and
t the number of conjugated pairs of complex embeddings, then s+ 2t = [K : Q].
We say a number field is totally real if all its embeddings in C are real and
totally imaginary if none of its embeddings are real.

Note that for any embedding σ : K → C of a number field K, we have that
σ(K) ⊂ Q. As a consequence we also have an embedding σ : K → Q. Conversely,
every embedding of K into Q gives an embedding of K into C by composing
it with the inclusion of Q in C. A number field K is a Galois extension of Q
if and only if σ(K) = K for any embedding σ : K → C. Note that C/Q is
not a Galois extension, but Q/Q is. Therefore, in some cases, it will be more
convenient to work with Q instead of C.

Recall that the algebraic units of K are all elements in K which have a minimal
polynomial with integer coefficients and constant term equal to ±1. We write
the set of algebraic units in K as UK . This set is a group for multiplication
in K. If a number field K has s real embeddings: σ1, . . . , σs and t conjugated
pairs of complex embeddings: σs+1, τ ◦ σs+1, . . . , σs+t, τ ◦ σs+t, then one can
define a map

l : UK → Rs+t (6.1)

by

l(ξ) = (log |σ1(ξ)|, . . . , log |σs(ξ)|, 2 log |σs+1(ξ)|, . . . , 2 log |σs+t(ξ)|).

Clearly, l defines a group homomorphism from UK (with multiplication in K)
to Rs+t (with addition). Moreover, it is not hard to check that the image of l
lies in the vector subspace

Ws+t := {(x1, . . . , xs+t) ∈ Rs+t | x1 + . . .+ xs+t = 0}.

Dirichlet’s unit theorem describes the structure of the group of algebraic units
of K by use of the map l above (see [ST87] for more details).

Theorem 6.2.1 (Dirichlet’s unit theorem). For any number field K, the kernel
of the map l : UK → Rs+t is finite and equal to the set of roots of unity in K.
The image l(UK) is a cocompact lattice in the subspace Ws+t. As a consequence,
the group UK is isomorphic to the direct product F × Zs+t−1 with F a finite
abelian group.

Using this description of UK , we can prove the following lemma on the existence
of algebraic units with hyperbolic properties. This lemma is a generalization of
[DD14, Proposition 3.6] and the proof is very similar.
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Lemma 6.2.2. Let K/Q be a number field with s real embeddings σ1, . . . , σs
and t conjugated pairs of complex embeddings, where we list one of each pair as
σs+1, . . . , σs+t. For any c ∈ N, there exists an algebraic unit ξ ∈ K such that
for any e1, . . . , es+t ∈ N with e1 + . . .+ es+t ≤ c it holds that

|σ1(ξ)e1 · . . . · σs+t(ξ)es+t | = 1

⇓

2e1 = . . . = 2es = es+1 = . . . = es+t

(6.2)

Proof. Let l : UK → Rs+t be the map as defined in (6.1) for the number field
K. From Dirichlet’s Unit Theorem, we know that l(UK) is a cocompact lattice
in the vector subspace Ws+t ⊂ Rs+t. For any e = (e1, . . . , es+t) ∈ Ns+t define
the hyperplane

He ↔
s∑
i=1

2eixi +
s+t∑
i=s+1

eixi = 0

in Rs+t. Then define the collection of hyperplanes{
He

∣∣∣∣ e ∈ Ns+t,
∑s+t
i=1 ei ≤ c and

¬(2e1 = . . . = 2es = es+1 = . . . = es+t)

}
Note that H is finite and that for any H ∈ H we have that H ̸= Ws+t and
thus that H ∩Ws+t is a s+ t− 2 dimensional vector subspace of Ws+t. Since a
cocompact lattice in a real vector space can never be contained in a finite union
of proper vector subspaces, it follows that there exists a ξ ∈ UK such that

l(ξ) ∈ Ws+t \

( ⋃
H∈H

H

)
.

As one can check, ξ satisfies the required property.

Remark 6.2.3. Note that in the above lemma, if s + t ≥ 2 and c ≥ 1, then
the algebraic unit ξ will also satisfy |ξ| ≠ 1.

6.3 Constructing Anosov rational forms

Let L/K be a Galois extension and h a K-form of g, a Lie algebra over L.
The following Lemma tells us when an automorphism of g restricts to an
automorphism of h. We use the same notation as introduced in section 5.4. In
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particular, recall that for a Galois extension L/K, a Lie algebra g over K and
any cocycle ρ : Gal(L/K) → Aut(gL), we have a K-form of gL defined by

gρ = {v ∈ gL | ∀σ ∈ Gal(L/K) : ρσ(σv) = v}.

Lemma 6.3.1. Let L/K be a Galois extension, g a finite dimensional Lie
algebra over K, ρ : Gal(L/K) → Aut(gL) a cocycle and gρ ⊂ gL the associated
K-form. For any automorphism f ∈ Aut(gL) it holds that

f(gρ) = gρ ⇔ ∀σ ∈ Gal(L/K) : fρσ = ρσ
σf.

Proof. Note that the condition f(gρ) = gρ is equivalent to the condition f(gρ) ⊆
gρ, since f is also a K-linear map and thus preserves the dimension of gρ as a
K-vector space. We then see that f(gρ) ⊂ gρ if and only if for all v ∈ gρ and
σ ∈ Gal(L/K) it holds that

ρσ (σ(f(v))) = f(v)

⇔ ρσ

(σ(
f
(
σ−1

(σv)
)))

= f(v)

⇔ (ρσ σf)(σv) = f(v)

⇔ (ρσ σf)(σv) = f(ρσ(σv))

⇔ (ρσ σf)(σv) = (fρσ)(σv).

Since this must hold for all v ∈ gρ and gρ contains a basis for gL, it follows that
this is equivalent with ρσ

σf = fρσ for all σ ∈ Gal(L/K), which concludes the
proof.

Corollary 6.3.2. Let K/Q be a Galois extension, n a finite dimensional
nilpotent rational Lie algebra, ρ : Gal(K/Q) → Aut(nK) a cocycle and nρ ⊂ nK

the associated rational form. Then nρ is Anosov if and only if there exists an
Anosov automorphism f ∈ Aut(nK) such that ∀σ ∈ Gal(L/K) : fρσ = ρσ

σf .

If we apply this corollary to the cocycles as described in Remark 5.4.4 for finite
degree Galois extensions, then we obtain the following corollary, which is exactly
the main result of [Der16a].

Corollary 6.3.3. Let K/Q be a finite degree Galois extension, n a finite
dimensional nilpotent rational Lie algebra, ρ : Gal(K/Q) → Aut(n) a group
morphism and nρ ⊂ nK the associated rational form. Then nρ is Anosov
if and only if there exists an Anosov automorphism f ∈ Aut(nK) such that
∀σ ∈ Gal(L/K) : fρσ = ρσ

σf .
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Let us illustrate how this corollary in combination with Lemma 6.2.2 can be
used to prove a result like Theorem 6.1.11.

Alternative proof of Theorem 6.1.11. Let n be a rational Lie algebra which is
positively graded and write this grading as n = n1 ⊕ . . .⊕ nk. Let us take n ≥ 2
copies of the Lie algebra n and write them as mi = n for i ∈ {1, . . . , n}. We thus
also get for any i ∈ {1, . . . , n} the positive grading mi = mi1 ⊕ . . .⊕ mik with
mij = nj . Let m be the direct sum Lie algebra m = m1 ⊕ . . .⊕ mn in which we
can represent an element as a tuple (X1, . . . , Xn) with Xi ∈ mi. Let K/Q be a
real Galois extension with Galois group isomorphic to Z/nZ which exists by
Lemma 5.6.7. Let σ ∈ Gal(K/Q) be a generator for this Galois group. Define a
group morphism ρ : Gal(K/Q) → Aut(m) by

ρσ(X1, . . . , Xn) = (Xn, X1, . . . , Xn−1)

for any Xi ∈ mi.

Next, for any matrix A = (aij) ∈ Kn×k, define the linear self-map fA on mK by

fA(X) = aijX if X ∈ mij .

For such a map, we have that σfA = fB with B = (bij) satisfying bij = σ(aij).
On the other hand we also have that ρ−1

σ fAρσ = fB with B = (bij) satisfying
bij = ai+1 j , where we reduce the first index modulo n. Using Lemma 6.2.2,
there exists an algebraic unit ξ in K such that∣∣∣(σi−1(ξ)

)j∣∣∣ ̸= 1

for any i ∈ {1, . . . , n} and j ∈ {1, . . . , k}. Note that we used that n ≥ 2. Let us
now fix A = (aij) with

aij =
(
σi−1(ξ)

)j
X

and consider the invertible linear map fA on mK . By the discussion above, it is
not hard to check that ρ−1

η fAρη = ηfA for all η ∈ Gal(K/Q). Thus fA restricts
to an invertible linear map on the rational form mρ ⊂ mK . Since every mi is
positively graded, it follows from the way that fA is defined, that fA restricts
to a Lie algebra automorphism on every mi and thus that fA is a Lie algebra
automorphism on m. At last, note that all eigenvalues of fA are algebraic units
of absolute value different from one (by the choice of ξ) and thus that fA is an
Anosov automorphism on mρ. We conclude that mK has an Anosov rational
form mρ.

In the specific case of the rational forms of the partially commutative Lie
algebras (see section 5.6.2), we can formulate Lemma 6.3.1 as follows.
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Lemma 6.3.4. Let L/K be a Galois extension and G = (V,E) a graph. Let
ρ : Gal(L/K) → Aut(G) be a continuous group morphism and nK(ρ, c) ⊂
nL(G, c) the associated K-form. Then for any f ∈ Aut(nL(G, c)) we have that
f(nK(ρ, c)) = nK(ρ, c) if and only if

i(ρ−1
σ ) f i(ρσ) = σf

for all σ ∈ Gal(L/K).

6.4 Indecomposable factors of Anosov Lie algebras

This section is based on section 4 of [DW23b].

Every Lie algebra has an essentially unique decomposition into indecomposable
factors. In this section, we relate the existence of an Anosov automorphism
on the whole Lie algebra to the existence of an Anosov automorphism on its
indecomposable factors, and do the same for the existence of a positive grading.
This corresponds to studying the existence of Anosov diffeomorphisms and
expanding maps on products of nilmanifolds. The special case of abelian factors
and Anosov automorphisms was considered in [LW08]. In particular, the results
of this section will be used in the next section to construct families of Anosov
Lie algebras with no expanding maps in every dimension ≥ 14.

Recall from Definition 5.6.16 that a Lie algebra g is called indecomposable if it
is not equal to the direct sum of two non-trivial ideals. Since we only consider
finite-dimensional Lie algebras in this section, every Lie algebra g has a vector
space decomposition g = g1 ⊕ . . .⊕gk, with each gi a non-trivial indecomposable
ideal. In this case we call gi a factor of g. By the work in [FGH13], it follows
that up to reordering, the isomorphism type of the factors is unique. Note that
being indecomposable is not preserved under extending the scalars to a bigger
field (see section 5.6.5).

The first step we need is a description of the automorphisms on a direct sum
of indecomposable Lie algebras. The following result was proven in [FGH13,
Theorem 3.4] for real Lie algebras, but the proof also works for any field of
characteristic zero.

Theorem 6.4.1. Let g be a Lie algebra over a field of characteristic zero with
a decomposition g = g1 ⊕ . . . ⊕ gk into indecomposable factors. An invertible
linear map ϕ : g → g is an automorphism of g if and only if it has the form
θ + η, where θ is an automorphism of g which maps each gi to itself or to an
isomorphic summand gj, and where η is a linear endomorphism of g such that
η(g) ⊂ Z(g) and η([g, g]) = {0}.
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To prove the main theorems, we will apply this result to an Anosov automorphism
or an expanding automorphism. Since the properties we consider are invariant
under taking non-zero powers, the following lemma will be useful.

Lemma 6.4.2. Let g be a Lie algebra over a field of characteristic zero
with a decomposition g = g1 ⊕ . . . ⊕ gk into indecomposable factors and ϕ
an automorphism of g. There exists an integer l > 0 such that ϕl has a
decomposition ϕl = θ̃ + η̃ satisfying the properties of Theorem 6.4.1 and with
θ̃(gi) = gi for all i ∈ {1, . . . , k}.

Proof. Given the decomposition ϕ = θ + η from Theorem 6.4.1, we give a
decomposition for the map ϕm. Let us first define for all positive integers m > 0
the linear maps ηm = ϕm − θm.

We start by proving inductively that ηm(g) ⊂ Z(g) and ηm([g, g]) = {0} for
any m > 0. For m = 1 we have η1 = η and thus by the assumption it holds
that η1(g) ⊂ Z(g) and η1([g, g]) = {0}. Now assume that ηm(g) ⊂ Z(g) and
ηm([g, g]) = {0} for a fixed m > 0. We can rewrite ηm+1 as

ηm+1 = ϕm+1 − θm+1 = (θ + η)ϕm − θθm = θηm + ηϕm.

Since θ and ϕm are automorphisms, they preserve both the center Z(g) and the
derived algebra [g, g]. This fact together with the induction hypothesis clearly
gives ηm+1(g) ⊂ Z(g) and ηm+1([g, g]) = {0}.

Write Sk = Perm({1, . . . , k}) for the symmetric group on the set {1, . . . , k}.
Note that the automorphism θ induces a permutation σ ∈ Sk such that θ(gi) =
gσ(i) for all 1 ≤ i ≤ k. Let l be the order of this permutation σ. It follows that
θl(gi) = gi for all 1 ≤ i ≤ k. If we set θ̃ = θl and η̃ = ηl, we get the desired
decomposition ϕl = θl + (ϕl − θl) = θ̃ + η̃.

Note that if an indecomposable Lie algebra is abelian, it has dimension ≤ 1. if
g = g1 ⊕ . . . ⊕ gk is a decomposition of a Lie algebra g into indecomposable
factors, then up to reordering the summands, there is an 1 ≤ m ≤ k (which
is equal to m(g) from the previous section) such that a = g1 ⊕ . . . ⊕ gm is a
maximal abelian factor of g. Thus we get the decomposition

g = a ⊕ gm+1 ⊕ . . .⊕ gk.

As we will show below, one needs to make this distinction between abelian
indecomposable factors and non-abelian indecomposable factors.

The following lemma (who’s proof follows the idea from [LW08]) helps us study
automorphisms with respect to maximal abelian factors.
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Lemma 6.4.3. Let g be a Lie algebra with a decomposition g = a ⊕ h where
a is a maximal abelian factor and h is a Lie ideal. Then for any semi-simple
automorphism ϕ ∈ Aut(g) there exists an automorphism φ ∈ Aut(g) such that
(φϕφ−1)(a) = a and (φϕφ−1)(h) = h.

Proof. Let us write b = Z(g) ∩ [g, g]. Since ϕ is an automorphism, it must
preserve the center and the derived algebra and therefore also b. Using that ϕ
is semi-simple, there exists a complementary subspace ã to b in Z(g) for which
ϕ(ã) = ã. Clearly ã is a maximal abelian factor of g. Since m(h) = 0, it follows
that ã ∩ h = {0} and thus that g = ã ⊕ h. Note that ã ⊕ [g, g] is ϕ-invariant.
Using again that ϕ is semi-simple, we get a subspace k with ϕ(k) = k and a
vector space decomposition

g = ã ⊕ [g, g] ⊕ k︸ ︷︷ ︸
:=h̃

.

An easy check shows that the subspace h̃ is an ideal of g. We now clearly get
the isomorphisms of Lie algebras ã ≈ a and h̃ ≈ (ã ⊕ h̃)/ã ≈ (ã ⊕ h)/ã ≈ h. By
applying these isomorphisms component-wise we get a map φ : ã ⊕ h̃ → a ⊕ h
which is the automorphism on g that we want.

Now we are ready to prove the main theorems of this section.

Theorem 6.4.4. Let g be a Lie algebra with decomposition

g = a ⊕ g1 ⊕ . . .⊕ gk

into non-abelian indecomposable ideals gi and an abelian ideal a. Then for any
automorphism ϕ ∈ Aut(g) there exists an integer l > 0 and an automorphism
ϕ̃ ∈ Aut(g) which has the same characteristic polynomial as ϕl and such that
ϕ̃(a) = a and ϕ̃(gi) = gi for all i ∈ {1, . . . , k}.

Proof. By Lemma 6.1.2, the semi-simple part of ϕ is also an automorphism of
g. It has the same characteristic polynomial as ϕ and thus we can just assume
that ϕ is semi-simple.

Write h = g1 ⊕ . . .⊕ gk. It is clear that a is a maximal abelian factor of g. From
Lemma 6.4.3 we get an automorphism φ ∈ Aut(g) such that (φϕφ−1)(a) = a and
(φϕφ−1)(h) = h. Therefore, we get the well-defined restrictions ϕ1 := (φϕφ−1)|a
and ϕ2 := (φϕφ−1)|h. Lemma 6.4.2 then gives us an integer l > 0 such that
ϕl2 = θ+η with θ an automorphism on h such that θ(gi) = gi for all 1 ≤ i ≤ k and
η a linear endomorphism on h such that η(h) ⊂ Z(h) and η([h, h]) = {0}. Since
a is a maximal abelian factor of g we must have m(h) = 0. As a consequence
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Z(h) ⊂ [h, h] and the map η now also satisfies η(h) ⊂ [h, h]. Write k for some
complement of [h, h] in h, the matrix representation of the maps θ and η with
respect to the direct sum h = [h, h] ⊕ k takes the form

θ =
(
θ11 θ12
0 θ22

)
, η =

(
0 η12
0 0

)
.

From this it follows that θ has the same characteristic polynomial as ϕl2. As a
consequence the automorphism ϕ̃ defined by ϕ̃|a = ϕl1 and ϕ̃|h = θ has the same
characteristic polynomial as ϕl and preserves every factor of the decomposition
g = a ⊕ g1 ⊕ . . .⊕ gk. This proves the theorem.

Combining Theorem 6.4.4 with Lemma 6.1.4 gives us the result on the existence
of Anosov automorphisms on a direct sum of indecomposable factors.

Theorem 6.4.5. Let n be a rational nilpotent Lie algebra with a decomposition

n = a ⊕ g1 ⊕ . . .⊕ gk

into non-abelian indecomposable ideals gi and an abelian ideal a. The Lie algebra
n is Anosov if and only if dim(a) ̸= 1 and gi is Anosov for all i ∈ {1, . . . , k}.

Proof. By Lemma 6.1.5, we have that a is Anosov if and only if dim(a) ̸= 1.
Let us write g0 = a.

If all Lie algebras g0, . . . , gk are Anosov with Anosov automorphisms A0, . . . , Ak,
respectively, then the automorphism A on n defined by A|gi

= Ai is Anosov on
n (see Lemma 6.1.4).

Conversely, assume that n is Anosov with Anosov automorphism A. Let Ã be
the automorphism we get from Theorem 6.4.4. It is clear that Ã is also integer-
like hyperbolic and thus an Anosov automorphism on n with Ã(gi) = gi for all
0 ≤ i ≤ k. Using Lemma 6.1.4 we get that Ã|gi

defines an Anosov automorphism
on gi for all 0 ≤ i ≤ k. In particular we get that dim(a) = dim(g0) ̸= 1.

We can now state this result on the level of nilmanifolds by using the algebraic
characterization of the existence of Anosov diffeomorphisms on nilmanifolds
(see Theorem 3.4.21). First, we relate direct products of nilmanifolds to direct
products of rational nilpotent Lie algebras.

Lemma 6.4.6. Let M,M1,M2 be nilmanifolds with associated rational nilpotent
Lie algebras n, n1, n2. If M is homeomorphic to the product M1 ×M2, then n is
isomorphic to the direct sum Lie algebra n1 ⊕ n2.
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Proof. Let M = Γ\N , Mi = Γi\Ni where Γ,Γi are cocompact lattices in the
simply connected nilpotent Lie groups N,Ni. Since M is homeomorphic to
M1 ×M2, we get on the level of fundamental groups that Γ is isomorphic to
the direct product Γ1 × Γ2. Then the same holds for their Mal’cev completions
ΓQ ∼= ΓQ

1 ×ΓQ
2 . Thus the associated rational nilpotent Lie algebras are isomorphic:

n ∼= n1 ⊕ n2.

Corollary 6.4.7. Let M be a nilmanifold with rational Lie algebra without
non-trivial abelian factor. If M is homeomorphic to the product M1 ×M2 of
two nilmanifolds M1,M2, then M admits an Anosov diffeomorphism if and only
if both M1 and M2 admit an Anosov diffeomorphism.

Proof. Let n, n1, n2 be the rational nilpotent Lie algebras associated to
M,M1,M2, respectively. Since, by Lemma 6.4.6 we have n ∼= n1 ⊕n2. Note that
n1 can be decomposed into non-abelian indecomposable ideals n1 = g1 ⊕ . . .⊕gk
and the same for n2 = h1 ⊕ . . .⊕ hl. By Theorem 6.4.4 it follows that all gi, hi
are Anosov and thus also n1 and n2 are Anosov.

A similar result is obtained for expanding automorphisms.

Theorem 6.4.8. Let n be a nilpotent Lie algebra over a subfield of C with a
decomposition

n = a ⊕ g1 ⊕ . . .⊕ gk

into non-abelian indecomposable ideals gi and an abelian ideal a. The Lie
algebra n has a positive grading if and only if gi has a positive grading for all
i ∈ {1, . . . , k}.

Proof. Let us write g0 = a. Note that, by Theorem 3.5.6, the existence
of a positive grading on n is equivalent to the existence of an expanding
automorphism on n and that an abelian Lie algebra always admits a positive
grading.

Assume that for all i ∈ {1, . . . , k}, the factor gi admits an expanding
automorphism ϕi. and let ϕ0 be an expanding automorphism on g0, which always
exists. The automorphism ϕ on n defined by ϕ|gi

= ϕi for all i ∈ {0, . . . , k} is
an expanding automorphism on n.

Conversely, assume that n admits an expanding automorphism ϕ. Theorem 6.4.4
gives us an integer l > 0 and an automorphism ϕ̃ with the same characteristic
polynomial as ϕl and such that ϕ̃(gi) = gi for all i ∈ {0, . . . , k}. It is clear that
each ϕ̃|gi

is an expanding automorphism as well and thus that each gi has a
positive grading.
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Similarly as with Anosov automorphisms, we can state this result on the level
of nilmanifolds as follows.

Corollary 6.4.9. If a nilmanifold M is homeomorphic to a product of two
nilmanifolds M1 × M2, then M admits an expanding map if and only if both
M1 and M2 admit an expanding map.

6.5 Anosov Lie algebras without a positive grading

The discussion throughout this section is partially based on [DW23b].

Something we can observe from the classification (over R) of Anosov Lie algebras
up to dimension 8 (see Theorem 6.1.10) is that they all have a positive grading.
Here we implicitly use a result proven in [Der17], which states that g has a
positive grading if and only if gL has a positive grading for g a Lie algebra over
K and L/K a field extension of subfields of C. We can thus ask the following
question.

Question 6.5.1. Does every Anosov Lie algebra have a positive grading?

This was answered negatively in [Der17], where an example of an Anosov Lie
algebra without positive grading was given. Unfortunately, this example is
not explicit and its dimension is unknown. This is due to the nature of the
construction, since the Lie algebra is constructed from a quotient of a free
nilpotent Lie algebra by an ideal defined from a generating set with specific
elements, making it hard to compute its dimension. This raises the following
question.

Question 6.5.2. What is the minimal dimension of an Anosov Lie algebra
with no positive grading?

In this section, we will answer this question. First, in section 6.5.1, we introduce
some notation and methodology that will be used. Second, in section 6.5.2,
we give a concrete family of examples of Anosov Lie algebras without positive
grading in dimension 12. Next, in section 6.5.3, we introduce the notion of rank
of an Anosov automorphism and Anosov automorphisms of full rank. At last,
in section 6.5.4, we use these notions to prove that 12 is the minimal dimension
for an Anosov Lie algebra without positive grading.
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6.5.1 Notation and methodology

Let n be a rational nilpotent Lie algebra. Assume that n is Anosov.
By Lemma 6.1.2, we can assume that there exists a semi-simple Anosov
automorphism A : n → n. As discussed in section 6.1, one can choose subspaces
ni ⊂ n such that A(ni) = ni,

n = n1 ⊕ . . .⊕ nc and γi(n) = ni ⊕ . . .⊕ nc,

for all i ∈ {1, . . . , c}. Consequently, the type (n1, . . . , nc) satisfies dim(ni) = ni.
Let us write Ai for the restriction of A to ni and write f, f1, . . . , fc for the
characteristic polynomials of A,A1, . . . , Ac, respectively. Note that f = f1·. . .·fc
and thus, by Lemma 6.1.3, all these polynomials have integer coefficients and
constant term equal to ±1.

Using the Lie algebra structure of n we can deduce relations among the
eigenvalues of A. In particular, the eigenvalues of Ai are i-fold products
of the eigenvalues of A1.

Lemma 6.5.3. For all i ∈ {1, . . . , c}, the eigenvalues of Ai (or equivalently,
the roots of fi) are contained in the set

i∏
j=1

αj

∣∣∣∣∣∣ αj ∈ C, f1(αj) = 0

 .

Proof. Recall that we write nC = n⊗QC and that A extends to an automorphism
of nC which is diagonalizable since it is semi-simple. Since the subspaces nCi are
invariant under A, a basis of eigenvectors for A can be chosen such that each
eigenvector lies in a single nCi .

Fix any i ∈ {1, . . . , c}. Note that the multilinear map

ϕ :
i∏

j=1
nC1 → γi(nC)/γi+1(nC)

defined by the assignment

(X1, . . . , Xi) 7→ [. . . [[[X1, X2], X3], . . .], Xi]

is surjective. Note that A also induces a linear map Ai on γi(nC)/γi+1(nC) and
that it is conjugated to Ai under the natural identification nCi

∼= γi(nC)/γi+1(nC).
In particular, Ai and Ai have the same eigenvalues. Let B = {Y1, . . . , Yk} be a
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basis of eigenvectors for A1 in nC1 with k = dim(nC1 ). From surjectivity of ϕ, it
follows that the set

C = {ϕ(Y ) | Y ∈ Bi}

spans γi(nC)/γi+1(nC). Moreover, one can check that by Lemma 4.6.13, all
elements in C are eigenvectors for Ai and the eigenvalues are contained in the
set 

i∏
j=1

αj

∣∣∣∣∣∣ αj ∈ C, f1(αj) = 0

 .

By thinning out the set C to a basis for γi(nC)/γi+1(nC), the claim follows.

Following this lemma, we thus have for the splitting fields of the characteristic
polynomials

Q(fi) ⊂ Q(f) = Q(f1)

where every field is viewed as a subfield of C. Moreover, Q(f1)/Q(fi) is a Galois
extension and thus the Galois group of Q(f1) acts on Q(fi) by restriction. In
particular, the Galois group of Q(f1) acts on the eigenvalues of each Ai. It is
this action that can often be used to find obstructions to the existence of an
Anosov automorphism and this will be exploited in the proof in section 6.5.4.
In what follows, we introduce some notation regarding this action.

Galois groups acting on roots. In general, if g is a polynomial over Q and
K/Q(g) is a Galois extension, then Gal(K/Q) acts on Q(g) by restriction.
Moreover, for any root α of g and automorphism σ ∈ Gal(K/Q), the element
σ(α) is again a root of g. This gives an action of Gal(K/Q) on the set of roots
of g. In particular, if g is irreducible of degree n all its roots α1, . . . , αn are
distinct and the action of the Galois group is transitive, i.e. for any two roots
αi, αj , there exists an automorphism σ ∈ Gal(K/Q) such that σ(αi) = αj .
Write Sn = Perm({1, . . . , n}) for the symmetric group on the set {1, . . . , n}.
The action of Gal(K/Q) on the roots is determined by the morphism

ιg : Gal(K/Q) → Sn : σ 7→ ιg(σ)

with
ιg(σ)(i) = j ⇔ σ(αi) = αj .

Note that ιg depends on the chosen ordering of the roots of g. In general g
is not irreducible, but it can be written as a product of its irreducible factors
over Q, say g = g1 · . . . · gm with deg(gi) = ri. For each factor gi we have that
Q(gi) ⊂ Q(g). Note that since r = r1 + . . .+ rm, we get the natural inclusion
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Sr1 ⊕ . . .⊕Srm
↪→ Sr. After ordering the roots of each polynomial gi, this gives

a map
ι : Gal(Q(g)/Q) S1 ⊕ . . .⊕ Srm Sr.

ιg1 ⊕...⊕ιgm

This map is injective as a field automorphism of Q(g) is completely determined by
its restriction to the roots of g. In this section (section 6.5) we will, after ordering
of the roots, omit the ‘ι’ and just write σ for both the field automorphism and
the corresponding permutation in Sr, as there is no confusion possible. We
will write elements of Sr with standard cycle notation, i.e. if σ = (a1 a2 . . . as),
then σ(a1) = a2, σ(a2) = a3, . . . , σ(as) = a1 and σ fixes all other elements.

It is natural to apply the orbit-stabilizer theorem to the action of the Galois
group on the roots.

Theorem 6.5.4 (Orbit-stabilizer). Let G be a group which has an action on a
set X. For any x ∈ X, we have that

| OrbG(x)| · | StabG(x)| = |G|.

where OrbG(x) = {g · x | g ∈ G} is the orbit of x under the action of G and
StabG(x) = {g ∈ G | g · x = x} is the stabilizer subgroup of x in G.

A consequence that we will use often is stated below.

Lemma 6.5.5. Let f be an irreducible polynomial over Q of prime degree p
with splitting field E over Q. There exists an element σ ∈ Gal(E,Q) of order p
and an ordering of the roots such that σ = (1 2 . . . p).

Proof. Since f is irreducible, the action of G := Gal(E,Q) on the roots of f
is transitive. Therefore we get for any root α of f that | OrbG(α)| = p. The
orbit-stabilizer thus tells us that p divides the order of G. Following Cauchy’s
theorem there must exist an element σ ∈ G of order p. Next we apply the
orbit-stabilizer theorem to the group generated by σ, which we denote by ⟨σ⟩.
This gives for any root α of f that | Orb⟨σ⟩(α)| · | Stab⟨σ⟩(α)| = p and thus that
| Orb⟨σ⟩(α)| = 1 or | Orb⟨σ⟩(α)| = p. If the orbit under σ of any root (and hence
every root) is equal to one, then σ is the identity map which is a contradiction
because it is of order p. Therefore there exists a root β of which the orbit under
⟨σ⟩ counts p elements and thus contains all roots of f . Then define αi := σi(β)
for 1 ≤ i ≤ p. It follows that with this ordering of the roots, σ is equal to the
permutation (1 2 . . . p).
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6.5.2 Example in minimal dimension

In this section we exhibit a family of 12-dimensional Anosov Lie algebras
that do not have a positive grading. The family consists of rational nilpotent
Lie algebras mk for k > 0 of type (4, 2, 2, 2, 2) with mk and ml isomorphic if
and only if k

l = m2 for some integer m ∈ Z. In order to show that the Lie
algebras are Anosov, we construct these from Corollary 6.3.3 by using a fixed
rational nilpotent Lie algebra n and different field extensions K of Q. To check
that the Lie algebras do not have a positive grading we apply the methods of
[Der17], whereas the isomorphisms between the Lie algebras mk follow from a
classification given in [Lau08]. In section 6.5.4 we show that 12 is indeed the
minimal dimension for such an example.

The rational Lie algebra n is defined as the vector space over Q with basis

{X1, X2, X3, X4, Y1, Y2, Z1, Z2, V1, V2,W1,W2}

and Lie bracket given by the relations

[X1, X3] = Y1 [X1, Y1] = Z1 [X1, Z1] = V1 [X3, V1] = W1

[X2, X4] = Y2 [X2, Y2] = Z2 [X2, Z2] = V2 [X4, V2] = W2

[Z1, Y1] = W1 [X1, X4] = W1

[Z2, Y2] = W2 [X2, X3] = W2.

The last two brackets ensure that n is not isomorphic to the direct sum of two
filiform Lie algebras, where a filiform Lie algebra is a nilpotent Lie algebra of
nilpotency class c > 1 and dimension c+1, being the smallest possible dimension
of such a Lie algebra.

In order to apply Corollary 6.3.3, we take K the field Q(
√
k) ⊂ R where k is a

positive integer which is not a square. This is a quadratic extension of Q and
its Galois group is given by Gal(K,Q) = {Id, σ} with σ(a + b

√
k) = a − b

√
k

for all a, b ∈ Q. Let ξ ∈ K be any algebraic unit with minimal polynomial
of degree 2, which exists by Dirichlet’s unit theorem (Theorem 6.2.1). It has
only one conjugate which is also its inverse ξ−1 = σ(ξ), moreover it holds that
|ξ| ≠ 1 ̸= |ξ−1|. We define the linear map A : nK → nK and the representation
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ρ : {1, σ} → Aut(n) by

A =


B3

B−2

B
B4

B7

B5


and

ρσ =


C

C
C

C
C

C


with respect to the basis {X1, X2, X3, X4, Y1, Y2, Z1, Z2, V1, V2,W1,W2} and
where

B =
(
ξ 0
0 ξ−1

)
, C =

(
0 1
1 0

)
.

One can check that A and ρσ are automorphisms of the Lie algebras nK and n,
respectively. Since

CBC−1 =
(
ξ−1 0
0 ξ

)
=
(
σ(ξ) 0

0 σ(ξ−1)

)
= σB

it follows that ρσAρσ−1 = σA. Therefore the hypothesis of Corollary 6.3.3 is
satisfied and A induces an Anosov automorphism on the rational form

mk := nρ ⊂ nK

We give mk the subscript k since its structure depends on the choice of field
extension K = Q(

√
k).

To see that the Lie algebra n has no positive grading, or equivalently it
has no expanding automorphism, we use [Der17, Theorem 4.4.]. Assume
by contradiction that there would be an expanding automorphism, then this
result implies that there exists an expanding automorphism φ ∈ Aut(nK) which
commutes with the map A above. Since all the eigenvalues of A are distinct,
this implies the expanding automorphism is diagonal in the basis X1, . . . ,W2,
in particular we have φ(Xi) = αiXi with αi > 1 for 1 ≤ i ≤ 4. The relations
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on n imply that

φ(Y1) = α1α3Y1, φ(Z1) = α2
1α3Z1,

φ(Y2) = α2α4Y2, φ(Z2) = α2
2α4Z2,

φ(V1) = α3
1α3V1, φ(W1) = α3

1α
2
3W1,

φ(V2) = α3
2α4V2, φ(W2) = α3

2α
2
4W2.

The last relations moreover imply that α1α4 = α3
1α

2
3 and α2α3 = α3

2α
2
4.

Combining these equations, we get that α4 = (α1α3)2 = α2
1α

4
2α

4
4 or thus

1 = α2
1α

4
2α

3
4 which is a contradiction since φ is expanding.

By using the explicit form of the rational Lie algebra mk, it is possible to
compute the bracket relations. We first need a basis for which we can take

X1 = X1 +X2 Y1 = Y1 + Y2 V1 = V1 + V2

X2 =
√
k(X1 −X2) Y2 =

√
k(Y1 − Y2) V2 =

√
k(V1 − V2)

X3 = X3 +X4 Z1 = Z1 + Z2 W1 = W1 +W2

X4 =
√
k(X3 −X4) Z2 =

√
k(Z1 − Z2) W2 =

√
k(W1 −W2).

For example we have

ρσ

(
σ
X2

)
= ρσ

(
−

√
k(X1 −X2)

)
= −

√
k(X2 −X1)

=
√
k(X1 −X2)

= X2,



160 ANOSOV LIE ALGEBRAS

which shows that indeed X2 lies in the rational form mk = nρ. As one can now
calculate, the Lie bracket on mk is given by the relations

[X1, X3] = Y1 +W1 [X1, Y1] = Z1 [X1, Z1] = V1

[X2, X4] = k(Y1 −W1) [X2, Y2] = kZ1 [X2, Z2] = kV1

[X1, X4] = Y2 −W2 [X1, Y2] = Z2 [X1, Z2] = V2

[X2, X3] = Y2 +W2 [X2, Y1] = Z2 [X2, Z1] = V2

[X3, V1] = W1 [Z1, Y1] = W1

[X4, V2] = kW1 [Z2, Y2] = kW1

[X3, V2] = W2 [Z1, Y2] = W2

[X4, V1] = W2 [Z2, Y1] = W2.

Clearly we have that mk
/

[mk, [mk,mk]] is a rational Lie algebra of type (4, 2). In
[Lau08] a complete list of rational Lie algebras of type (4, 2) up to isomorphism
is given. From this it follows that if k/l is not the square of an integer, then
the rational Lie algebras mQ

k and mQ
l are not isomorphic. On the other hand, if

k = lm2 for some integer m ∈ Z, then the fields Q(
√
k) = Q(

√
l) are equal and

hence the Lie algebras mk = ml by the construction above.

We conclude that the Lie algebras mk have the claimed properties which proves
the following theorem.
Theorem 6.5.6. There exists a family of Anosov Lie algebras of dimension 12
with no positive grading.

From the above example, we can construct other families for most dimensions
by using the results of section 6.4.
Corollary 6.5.7. For every dimension n ≥ 14, there exist a family of Anosov
Lie algebras of dimension n with no positive grading.

Proof. This follows immediately by considering the Lie algebra mQ ⊕ Qn−12,
which satisfies the hypotheses by Theorem 6.4.5 and 6.4.8.

Note that these examples are decomposable, contrary to the example in
dimension 12. This raises the following question.



ANOSOV LIE ALGEBRAS WITHOUT A POSITIVE GRADING 161

Question 6.5.8. Does there exist for any n ≥ 14 an indecomposable Anosov
Lie algebra of dimension n with no positive grading?

As another consequence of the results of section 6.4, an example of minimal
dimension must be indecomposable, reducing the possibilities to check in the
proof of minimality in section 6.5.4.

6.5.3 Rank of an Anosov automorphism

By definition, the eigenvalues of an Anosov automorphism are algebraic units,
with certain relations induced by the fact that they are eigenvalues of an
automorphisms of the Lie algebra. Therefore it is important to study the
multiplicative group generated by these eigenvalues. We define the rank of an
Anosov automorphism as the rank of this abelian group, i.e. the maximal number
of Z-independent elements. Using the rank will prove useful for constructing
positive gradings on Lie algebras. We start by introducing some terminology,
partially coming from [Pay09].

Let us call a monic polynomial f ∈ Z[X] an Anosov polynomial if it has
only roots of absolute value different from 1 and constant term equal to ±1.
The Anosov polynomials are exactly the characteristic polynomials of Anosov
automorphisms. Note that there are no Anosov polynomials of degree one and
that by Lemma 6.1.3 the irreducible factors of an Anosov polynomial over Q
are Anosov as well. Let us fix an Anosov polynomial f of degree k with roots
α1, . . . , αk. We define the rank of f to be the rank of the abelian multiplicative
group generated by the roots α1, . . . , αk. This group can also be seen as the
image of the following map

ϕf : Zk → K∗ : (z1, . . . , zk) 7→ αz1
1 · . . . · αzn

k (6.3)

where K is the splitting field of f over Q. As a consequence the rank of f can
be expressed as k − rank(kerϕf ) and thus lies between 0 and k.

Since we assumed the constant term of f to be ±1, the product of all its roots
is equal to ±1. This implies that Z(2, . . . , 2) ∈ kerϕf and thus that the rank of
an Anosov polynomial f is at most k − 1. When there is equality, we say that
f satisfies the full rank condition or that its roots have full rank. Note that
every polynomial that satisfies the full rank condition must be irreducible. This
notion was first introduced in [Pay09]. Combining [Pay09, Proposition 3.6.(2)]
with Lemma 6.5.5 we obtain the following result.

Proposition 6.5.9. Let f be an irreducible Anosov polynomial of prime degree,
then the roots of f satisfy the full rank condition.
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Note that there is also a lower bound on the rank of f , namely it has to be
at least 1. If the rank of f would be 0, then the group generated by the roots
would be finite which implies that each αi is a root of unity. This contradicts
the fact that their absolute value has to be different from 1.

We can naturally extend the notion of rank to Anosov automorphisms by using
their characteristic polynomial.
Definition 6.5.10. Let A be an Anosov automorphism on a rational Lie algebra
n. We define the rank of A to be the rank of the multiplicative group generated
by its eigenvalues.

Note that the rank of an Anosov automorphism does not change when taking the
semi-simple part. Let A be a semi-simple Anosov automorphism on a rational
Lie algebra n with characteristic polynomial f . Let n = n1 ⊕ . . . ⊕ nc be the
decomposition as introduced in section 6.5.1, together with the restrictions Ai
and characteristic polynomials fi. Write (n1, . . . , nc) for the type of n. Since
Q(f) = Q(f1), the rank of A is actually equal to the rank of f1. For the Anosov
automorphism A we will write ϕA := ϕf1 as defined by equation (6.3). The
Anosov automorphism A is said to be of full rank if f1 satisfies the full rank
condition.
Lemma 6.5.11. The rank of A is equal to the rank of Ak for every k > 0.

Proof. Consider the two morphisms ϕA : Zn1 → K and ϕAk : Zn1 → K ′ as
defined above where K and K ′ are the splitting fields of the characteristic
polynomials of A and Ak, respectively. It is clear that K ′ ⊂ K since the
eigenvalues of Ak are k-powers of the eigenvalues of A. Let θk be the morphism
from Zn1 to itself given by multiplication by k, then we have ϕAk = ϕA ◦ θk.
Since θk is an injective morphism, it preserves Z-linear independence. Therefore
it follows that rank(kerϕAk ) ≤ rank(kerϕA). On the other hand we also have
that kerϕA ⊂ kerϕAk which implies that rank(kerϕA) = rank(kerϕAk ). We
conclude that the rank of an Anosov automorphism is invariant under taking
non-zero powers.

During the remainder of Section 6.5, we will often take powers of Anosov
automorphisms to achieve stronger assumptions. For example, we will from
now on always assume that the constant term of f1 is equal to 1, by squaring
A if necessary.

Consider the following morphism between abelian groups

ψ : Zn1 → Z : (z1, . . . , zn1) 7→
n1∑
i=1

zi.
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For any Anosov automorphism A, the image of kerϕA under this map is a
subgroup of Z. Therefore there exists a unique positive integer dA such that
ψ(kerϕA) = dA · Z. In the special case where A has full rank, dA equals n1.
The following theorem gives a restriction on the Lie algebra structure using this
integer dA.

Proposition 6.5.12. Let A be an Anosov automorphism on the rational
nilpotent Lie algebra n with corresponding decomposition n = n1 ⊕ . . . ⊕ nc.
Then for all 1 ≤ i, j ≤ c, we have that

[ni, nj ] ⊂
⊕
k∈N

ni+j+k·dA

where we set ni = 0 if i > c. As a consequence we have that if c ≤ dA + 1, the
Lie algebra n is positively graded.

Proof. Let A : nQ → nQ be a semi-simple Anosov automorphism for which
A(ni) = ni. We denote the splitting field of the characteristic polynomial of
A1 by K and the roots by α1, . . . , αn1 . Then A has a basis of eigenvectors in
nK = K ⊗ n and since the subspaces nKi := K ⊗ ni are invariant under A, it
follows that we can choose a basis of eigenvectors that respects the direct sum
nK = nK1 ⊕ . . .⊕ nKc .

Now take any two of these eigenvectors X,Y with X ∈ nKk and Y ∈ nKl . If their
bracket [X,Y ] is non-zero, it is again an eigenvector of A. Define I as the set of
all integers m with 1 ≤ m ≤ c such that the eigenvalue of [X,Y ] is an eigenvalue
of Am. Now take an m ∈ I. Since the eigenvalues of Ai are i-fold products
of the αj ’s, there exist non-negative integers e1, . . . , en1 , f1, . . . , fn1 , g1, . . . , gn1

with
n1∑
i=1

ei = k,

n1∑
i=1

fi = l and
n1∑
i=1

gi = m such that the eigenvalues of X,Y

and [X,Y ] are given by
n1∏
i=1

αei
i ,

n1∏
i=1

αfi

i and
n1∏
i=1

αgi

i , respectively. Since A is an

automorphism of n, we must have that the product of the eigenvalues of X and
Y is equal to the eigenvalue of [X,Y ]. This implies that(

n1∏
i=1

αei
i

)
·

(
n1∏
i=1

αfi

i

)
=

n1∏
i=1

αgi

i ⇒
n1∏
i=1

αei+fi−gi

i = 1.

As a consequence (e1 +f1 −g1, . . . , en1 +fn1 −gn1) ∈ kerϕA and so we know that
its image under ψ is a multiple of dA. This gives that m = k+ l+r ·dA for some
r ∈ Z. Since m was chosen arbitrarily in I, we know that I ⊂ {k + l + r · dA |
r ∈ Z}. Therefore we must have that [X,Y ] lies in the direct sum

⊕
r∈Z

nKk+l+r·dA
,
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where we set nKi = 0 for i < 1 or i > c. As the eigenvectors X ∈ nKk and
Y ∈ nKl were arbitrary, it follows that

[
nKk , n

K
l

]
⊂
⊕
r∈Z

nKk+l+r·dA
. From this we

get that the same holds for the rational spaces ni and because [nk, nl] ⊂ γk+l(n),
the direct sum only needs to run over non-negative integers r. This gives

[nk, nl] ⊂
⊕
r∈N

nk+l+r·dA
. (6.4)

Now, if we assume in addition that c ≤ dA+1, then we have for any 1 ≤ k, l ≤ c
that nk+l+r·dA

= 0 for r > 0. Therefore Equation (6.4) becomes [nk, nl] ⊂ nk+l
which shows that in this case n = n1 ⊕ . . .⊕ nc is a positive grading for n.

Using tools of Galois theory, we find more information about the rank of an
Anosov automorphism. After ordering the roots of an irreducible polynomial of
degree n, the Galois group of its splitting field K can be seen as a subgroup of
Sn as explained in Section 6.5.1. For any finite set X we write Perm(X) for the
permutation group on X. It is clear that if X ⊂ {1, . . . , n} there is a natural
inclusion of Perm(X) in Sn by extending a permutation of X by the identity
on the complement. The following lemma from [Pay09, Lemma 3.7.] gives more
information about the subgroup of Gal(K/Q) that fixes a certain element of K.
We recall the proof for completeness.

Lemma 6.5.13. Let f be an irreducible Anosov polynomial which satisfies the
full rank condition. Let K denote the splitting field of f and α1, . . . , αn its
roots. Consider an element β = αe1

1 · . . . · αen
n with ei ∈ N and a corresponding

equivalence relation ∼ on I := {1, . . . , n} defined by i ∼ j ⇔ ei = ej. Then we
have

Aut(K,Q(β)) ⊆
⊕

[i]∈I/∼

Perm([i]).

As a consequence if β ̸= ±1, Aut(K/Q(β)) does not act transitively on the roots
α1, . . . , αn.

Proof. Take any σ ∈ Aut(K/Q(β)), so σ fixes β and we have

σ(αe1
1 · . . . · αen

n ) = αe1
1 · . . . · αen

n

⇒ αe1
σ(1) · . . . · αen

σ(n) = αe1
1 · . . . · αen

n

⇒ α
eσ−1(1)−e1

1 · . . . · α
eσ−1(n)−en

n = 1.
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Since the αi have full rank, this implies that

eσ−1(1) − e1 = . . . = eσ−1(n) − en. (6.5)

Then let (i1 · · · ik) be any of the disjoint cycles of σ seen as an element of Sn.
Then it follows from equation (6.5) that ei1 = . . . = eik . So i1, . . . , ik ∈ [i1] and
as a consequence (i1 · · · ik) ∈ Perm([i1]). We thus see that σ is a composition
of elements which each lie in some Perm([i]) and thus this proves the claim.

For the last statement, we know that if Aut(K/Q(β)) acts transitively, it must
hold that i ∼ j for all i and j and thus that ei = ej for all i and j. In particular,
we have that β = (α1 · . . . · αn)e1 = (±1)e1 = ±1.

We can now use this lemma to prove the following proposition from [Pay09,
Corollary 3.9.], which gives us more information about the type of an Anosov
Lie algebra.

Proposition 6.5.14. Let n be a rational nilpotent Lie algebra with n1 prime
and A : n → n an Anosov automorphism of full rank. Then n1 divides ni for
all 2 ≤ i ≤ c.

Proof. We can assume that A is semi-simple. Write fi for the characteristic
polynomial of Ai. Since f1 satisfies the full rank condition, it is irreducible as well.
By Lemma 6.5.5 there exists an ordering of the roots of f , say α1, α2, . . . , αn1

and an element σ of order n1 which corresponds to the permutation (1 2 . . . n1)
on these roots. Each fi can be written as a product of its irreducible factors
fi = gi1 · gi2 · . . . · gik. Let Mij denote the set of roots of the polynomial gij .
It is clear that Gal(K/Q) has an action on this set and that |Mij | = deg gij .
Now take an element β ∈ gij . By Lemma 6.5.13 we know that σ can not be
an element of Aut(K/Q(β)), meaning that σ(β) ̸= β. The orbit of β under
the subgroup of Gal(K/Q) generated by σ, written ⟨σ⟩ must therefore count
at least two elements. Since σ has prime order, the orbit stabilizer theorem
(Theorem 6.5.4) then tells us that this orbit counts exactly n1 elements. This
proves that all the orbits under ⟨σ⟩ in Mij count n1 elements. Since these
orbits form a partition of Mij , this proves that n1 divides |Mij | = deg gij . As a
consequence n1 | deg fi = ni for all 2 ≤ i ≤ c.

The final lemma shows that we can assume that the irreducible factors of Anosov
polynomials of rank 1 have degree 2 by taking a finite power.

Lemma 6.5.15. Let A be an Anosov automorphism of rank one. Up to taking
a power of A its characteristic polynomial is a product of Anosov polynomials
of degree 2.
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Proof. Let g be an irreducible factor of f . It follows that g is Anosov of rank 1
as well. Let α1, . . . , αk be the roots of g. Since they generate an abelian group
of rank 1, there exist non-zero integers ei such that

αe1
1 = αe2

2 = . . . = αen
n .

Since g is irreducible, there exists for each index 2 ≤ i ≤ n a field automorphism
σi in the Galois group of f over Q such that σi(α1) = αi. This implies that
σi(αei

1 ) = αei
i = αe1

1 . Write si for the order of σi, then it follows that

α
(esi

i )
1 = σsi

i

(
α

(esi
i )

1

)
= α

(esi
1 )

1 .

Since α1 has absolute value different from 1 we must have that esi
1 = esi

i and
thus that e1 = ±ei. Note that we can assume e1 = 1 after taking the e1-th
power of A if necessary. This can be done for every irreducible factor of f since
there are only finitely many of them. As a consequence we get that the roots
of g all lie in the set {α1, α

−1
1 }. This shows that the degree of g is 2 since it is

irreducible and thus must have distinct roots. We conclude that f is a product
of degree 2 Anosov polynomials.

Example 6.5.16. To illustrate that it is necessary to consider A up to a power
in Lemma 6.5.15, consider the polynomial f(X) = X4 − X2 − 1. This is an
irreducible Anosov polynomial with roots√

1 +
√

5
2 , −

√
1 +

√
5

2 ,

√
1 −

√
5

2 and −

√
1 −

√
5

2 .

Alternatively, they can be listed as α,−α, α−1,−α−1 for α =
√

1+
√

5
2 . As a

consequence, we see that f has rank one, but f does not split as a product
of Anosov polynomials of degree 2 as it is irreducible. By squaring all the
roots (which corresponds to squaring the Anosov automorphism), we get the
collection of roots α, α, α−1, α−1 which are exactly the roots of the polynomial
(X2 −X − 1)(X2 −X − 1). This polynomial is indeed a product of degree 2
Anosov polynomials.

6.5.4 Proof of minimality

In this section, we use the notation and the results of the preceding sections
to prove that every nilpotent Anosov Lie algebra n of dimension strictly less
than 12 admits a positive grading. On the level of nilmanifolds, this implies
that a nilmanifold which admits an Anosov diffeomorphism but no expanding
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map must have dimension at least 12. Since an Anosov diffeomorphism on an
infra-nilmanifold lifts to one on the covering nilmanifold and the existence of
expanding maps on infra-nilmanifolds only depends on the covering nilpotent
Lie group (see Theorem 3.5.6), we find that this generalizes to infra-nilmanifolds
as well. At the end of this section we will thus have proved the following.

Theorem 6.5.17. Every infra-nilmanifold of dimension < 12 which admits an
Anosov diffeomorphism also admits an expanding map.

Using a result from [Mai12] and our results from section 6.4, we can immediately
prove the following consequence.

Corollary 6.5.18. Every infra-nilmanifold of dimension 13 which admits an
Anosov diffeomorphism also admits an expanding map.

Proof. As argued above it suffices to prove that every 13-dimensional Anosov
Lie algebra has a positive grading. Let n be a rational nilpotent Lie algebra
which is Anosov. If it has a non-trivial abelian factor, Theorem 6.1.9 gives a
decomposition into factors n = a ⊕ m with a abelian of dimension ≥ 2 and m
Anosov. Therefore m is Anosov of dimension at most 11 and thus has a positive
grading by Theorem 6.5.17. Using Theorem 6.4.8 we find that n must have a
positive grading as well. If, on the other hand, n has no non-trivial abelian
factor, then [Mai12, Theorem 1] implies that nC is 2-step nilpotent and thus
positively graded. Using [Der17, Theorem 3.1], we find that n has a positive
grading as well. This concludes the proof.

The proof of Theorem 6.5.17 is divided into separate cases, depending on the
value of n1 of the type (n1, . . . , nc) of the Lie algebra n. Since every 2-step
nilpotent Lie algebra is positively graded, we only need to check Lie algebras of
nilpotency class at least 3. Since by Theorem 6.1.7, we also know that n1 ≥ 3,
ni ≥ 2 for all 2 ≤ i ≤ c and that dim n < 12, this leaves us only with the cases
n1 = 3, 4, 5, 6, 7. We are only interested in constructing a positive grading on
the Lie algebras, therefore we do not have to determine the full Lie bracket on
the Lie algebra. As discussed in section 6.5.1, we can and will always assume
that our Anosov automorphism A : n → n is semi-simple with characteristic
polynomial f satisfying f(0) = 1. Furthermore, we always write n = n1 ⊕ . . .⊕nc
for the associated decomposition, Ai for the restriction to ni and fi for the
characteristic polynomial of Ai. At last, we always let K denote the splitting
field of f (or equivalently of f1).
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Case n1 = 3

Since in this case, every Anosov automorphism is of full rank, we immediately
have the following result.

Proposition 6.5.19. Let n be a Anosov rational Lie algebra with n1 = 3 and
dim n ≤ 12, then n has a positive grading.

Proof. It is clear that f1 is irreducible since linear factors give an eigenvalue
equal to ±1. Therefore Proposition 6.5.9 implies that f1 satisfies the full rank
condition. Using Proposition 6.5.14, we know that 3 | ni for all 2 ≤ i ≤ c and
thus that dim n ≥ 3 · c. By our assumption on the dimension of n we thus have
that c ≤ 4. At last we use Proposition 6.5.12 to conclude that n has a positive
grading.

Case n1 = 4

For this case, we will make a distinction according to the rank of the Anosov
automorphism. This gives us more information about the eigenvalues by the
following proposition.

Proposition 6.5.20. Let n be a Anosov rational Lie algebra of type
(4, n2, . . . , nc) and let α1, α2, α3, α4 be the eigenvalues of A1. Then, up
to replacing A by some power of A and reordering the roots, we either have:

(i) A has full rank and dA = 4,

(ii) A has rank 2, the eigenvalues satisfy α1 = α−1
2 , α3 = α−1

4 and dA = 2 or

(iii) A has rank 1 and the eigenvalues satisfy α1 = α−1
2 , α3 = α−1

4 , αk1 = αl3
with l, k non-zero integers which are coprime. If k+ l is even then dA = 2,
otherwise dA = 1.

Proof. As per usual, let f1 denote the characteristic polynomial of A1. If A has
full rank, then it is clear that dA = 4 since kerϕA = Z · (1, 1, 1, 1).

If A has rank 2, we get that rank(kerϕA) = 2. We first consider the case when f1
is reducible. Under this assumption, f1 factors into two irreducible polynomials
of degree 2 since it does not have linear factors and thus α1 = α−1

2 and α3 = α−1
4 .

Now consider the case when f1 is irreducible. Since rank(kerϕA) = 2, there
exists an element (z1, z2, z3, z4) ∈ kerϕA linearly independent from (1, 1, 1, 1).
This implies that not all zi are equal. Up to some permutation of the indices
and possibly adding an integer multiple of (1, 1, 1, 1), we may also assume that
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z1 ≥ z2 ≥ z3 ≥ z4 = 0. Since f1 is irreducible, there exists an element σ in its
Galois group such that σ(α3) = α4. It follows that (zσ(1), zσ(2), 0, zσ(4)) is also
an element of kerϕA. Since rank(kerϕA) = 2, there exist integers r, s, t such
that

r(zσ(1), zσ(2), 0, zσ(4)) = s(1, 1, 1, 1) + t(z1, z2, z3, 0).

Note that this implies that either zσ(1) ≥ zσ(2) ≥ 0 ≥ zσ(4) or zσ(1) ≤ zσ(2) ≤
0 ≤ zσ(4), depending on the sign of the integer r · t. But since we also had
zi ≥ 0 for all i, this gives that at least two of the zi are zero. This shows that
there is, again up to permutation of the indices, an element in the kernel of the
form (u,−v, 0, 0) with u > 0, v < 0 integers and therefore αu1 = αv2. Since f1
was assumed to be irreducible, there is an element τ in the Galois group of f1
such that τ(α1) = α2. Therefore we get that τ(αv1) = τ(α1)v = αv2 = αu1 . Let
|τ | denote the order of τ . We get that

αv
|τ|

1 = τ |τ |(αv
|τ|

1 ) = αu
|τ|

1 .

Since |α1| ≠ 1 this implies that u = −v and thus that αu1 = α−u
2 . We can

then assume that u = 1 after taking the u-th power of the automorphism A if
necessary. So in both the reducible as the irreducible case, we get that α1 = α−1

2
and α3 = α−1

4 , up to taking a power of A. Combined with the assumption
that rank(kerϕA) = 2, this implies that kerϕA is generated by the elements
(1, 1, 0, 0) and (0, 0, 1, 1), showing that dA = 2.

If A has rank 1, Lemma 6.5.15 tells us that, by taking a power of A if necessary,
we can assume that f1 is the product of two Anosov polynomials of degree
2. This shows that up to changing the indices of the roots, α1 = α−1

2 and
α3 = α−1

4 . Since A has rank 1, there must also be integers l′ and k′ such that
αk

′

1 = αl
′

3 . If m denotes the greatest common divisor of k′ and l′ it is clear that
after taking the m-th power of A, the roots satisfy α1 = α−1

2 , α3 = α−1
4 and

αk1 = αl3 with k = k′/m and l = l′/m coprime. Since rank(kerϕA) = 3 it follows
that every element (z1, . . . , z4) in kerϕA must satisfy lz1 − lz2 − kz3 + kz4 = 0.
This implies that l(z1 + z2 + z3 + z4) = 2lz2 + (k + l)z3 + (l − k)z4. If k + l is
even, then l− k is even and l is odd. As a consequence z1 + z2 + z3 + z4 is even
and dA = 2. If k + l is odd, then dA can not be even since k + l ∈ dA · Z. We
also have that ψ(1, 1, 0, 0) = 2 ∈ dA · Z and thus it follows that dA = 1.

This result tells us more about the possible Galois groups of an Anosov
polynomial f of degree 4. Let α1, . . . , α4 denote the roots of f . If f is reducible,
it factors as two irreducible Anosov polynomials of degree 2. Since the Galois
group can only permute the roots of each factor separately, we get that it is
either isomorphic to Z2 or to Z2 ⊕ Z2. If f is irreducible, but does not satisfy
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the full rank condition, Proposition 6.5.20 tells us the relations αk1 = α−k
2 and

αk3 = α−k
4 must hold for some integer k > 0. If the Galois group of f contains an

element σ of order 3, then without loss of generality its action on the roots of f
is given by σ(α1) = α2, σ(α2) = α3, σ(α3) = α1 and σ(α4) = α4. In particular,
σ2(α−k

4 ) =
(
σ2(α4)

)−k = α−k
4 = (σ(α4))−k = σ(α−k

4 ). This gives that

αk1 = σ(αk3) = σ(α−k
4 ) = σ2(α−k

4 ) = σ2(αk3) = αk2 = α−k
1 .

This contradicts the fact that α1 has absolute value different from 1. As a
consequence there are no elements of order three in the Galois group of f , thus
implying that it is isomorphic to either the cyclic group Z4, the Klein-four group
K4 or the dihedral group D4 of order eight. We summarized this in Table 6.2
below. We included the Anosov polynomials of degree two and three as well for
completeness.

deg full rank irreducible Galois group order
2 yes yes Z2 2
3 yes yes Z3, S3 3, 6
4 yes yes Z4,K4, D8, A4, S4 4, 4, 8, 12, 24
4 no yes Z4,K4, D8 4, 4, 8
4 no no Z2,Z2 ⊕ Z2 2, 4

Table 6.2: Possible Galois groups of Anosov polynomials up to degree 4.

This now gives the following information about the type.

Proposition 6.5.21. Let f be an Anosov polynomial of degree 4 with roots
α1, α2, α3, α4 and let e1, e2, e3, e4 ∈ Z such that β = αe1

1 α
e2
2 α

e3
3 α

e4
4 is not a

rational number. Then the minimal polynomial of β over Q has even degree.

Proof. Let G denote the Galois group of K/Q, with K the splitting field of f .
If the order of G is a power of 2, the orbit stabilizer theorem (Theorem 6.5.4)
tells us that the orbit of β under the action of G must have either 1 element or
an even number of elements. The former is not possible since it implies β is
rational. Therefore, we conclude that the minimal polynomial of β has an even
number of roots and thus has even degree. Hence we only need to prove the
statement in the case where the order of G is not a power of 2.

From Table 6.2 it follows that this only occurs when f1 satisfies the full rank
condition and G is isomorphic to either A4 or S4. Again, arguing as before,
we find by the orbit stabilizer theorem that the orbit of β under the action
of G either has 3 or an even number of elements. In the latter case we are
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done so assume the orbit counts 3 elements. This implies that the minimal
polynomial of β, which we denote by g, has degree 3. The Galois group of
K/Q(g), denoted as Gal(K/Q(g)), is a strictly smaller normal subgroup of
G. For S4 these subgroups are up to automorphism given by A4,K4, {1} and
for A4 they are given by K4, {1}. Note that Gal(K/Q(g)) ⊂ Aut(K/Q(β))
can not be a transitive subgroup of S4 by Lemma 6.5.13. This leaves us only
with the case Gal(K/Q(g)) = {1}, which in turn implies Q(g) = K. This is
impossible since by our assumption g had degree 3 and thus [Q(g) : Q] ≤ 6
whereas [K : Q] ≥ 12.

By using our techniques, we find another proof of [Pay09, Theorem 1.3.] which
was also incorporated in Theorem 6.1.7.

Corollary 6.5.22. If n is a Anosov rational Lie algebra of type (4, n2, . . . , nc),
then 2|ni for all 2 ≤ i ≤ c.

Proof. As per usual, let fi denote the characteristic polynomial of Ai. It is
clear that f1 is an Anosov polynomial of degree 4. The roots of fi are i-fold
products of the roots of f1. They are also not rational since the only rational
algebraic units are 1 and −1 which have absolute value equal to 1 contradicting
the hyperbolicity of A. Using Proposition 6.5.21 we get that the irreducible
factors of each fi must be of even degree and thus each fi has even degree itself.
This shows that ni is even for all 2 ≤ i ≤ c.

This leads to the main result about Anosov Lie algebras of type (4, . . . , nc).

Proposition 6.5.23. Let n be a Anosov rational Lie algebra with n1 = 4 and
dim n < 12, then n has a positive grading.

Proof. Since 2-step nilpotent Lie algebras always have a positive grading, we
will only consider Lie algebras of nilpotency class at least 3. Let f1 be the
characteristic polynomial ofA1 andK its splitting field over Q. LetX1, . . . , X4 ∈
nK1 be a basis of eigenvectors of A1 with eigenvalues α1, . . . , α4, respectively.
If these roots have full rank, then n is positively graded by Proposition 6.5.12
where we keep in mind that dim n < 12, so we focus on the case when α1, . . . , α4
do not have full rank. We can assume by Proposition 6.5.20 that α1 = α−1

2
and α3 = α−1

4 . Let us write for simplicity α1 = α and α3 = β, then the
eigenvalues of A1 take the form α, α−1, β, β−1. From here on we prove the
statement separately for each possible type. Recall that by Corollary 6.5.22 all
ni are even, leading to four possibilities for the type.
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• Type (4, 4, 2): We have that nK2 is spanned by the vectors {[Xi, Xj ] | 1 ≤
i < j ≤ 4}. The brackets [X1, X2] and [X3, X4] have to be zero, since if
this is not the case they are eigenvectors of A with eigenvalues αα−1 = 1
and ββ−1 = 1, respectively. This would contradict the hyperbolicity of
A. Because dim n2 = 4 it follows that a basis for nK2 can be given by the
vectors [X1, X3], [X2, X4], [X1, X4] and [X2, X3]. Therefore we have that
[n1, n1] ⊂ n2, which implies that n = n1 ⊕ n2 ⊕ n3 is a positive grading for
n.

• Type (4, 2, 4): The eigenvalues of A2 must be 2-fold products of the
eigenvalues of A1. Without loss of generality we can assume that one
eigenvalue of A2 is given by αβ. It follows that the other eigenvalue of A2
is the inverse namely α−1β−1. The brackets [X2, X3] and [X1, X4] must
lie in γ3(nK), since otherwise their eigenvalues given by α−1β and αβ−1,
respectively, must equal one of the two eigenvalues of A2 which gives
either that β2 = 1 or that α2 = 1, a contradiction. We also know that
[X1, X2] = 0 and [X3, X4] = 0 since otherwise these would be eigenvectors
with eigenvalue 1. Therefore it is clear that a basis of eigenvectors of A2
is given by Y1 := [X1, X3] and Y2 := [X2, X4].
The eigenvectors of A3 can be written as a linear combination of the
elements [Xi, Yj ]. Using the Jacobi identity we get that

[X2, Y1] = [X1, [X2, X3]︸ ︷︷ ︸
∈γ3(nK )

] + [X3,
XXXX[X1, X2] ] = 0,

[X4, Y1] = [X1,
XXXX[X4, X3] ] + [X3, [X4, X2]︸ ︷︷ ︸

∈γ3(nK )

] = 0,

[X1, Y2] = [X2, [X1, X4]︸ ︷︷ ︸
∈γ3(nK )

] + [X4,
XXXX[X2, X1] ] = 0,

[X3, Y2] = [X2,
XXXX[X3, X4] ] + [X4, [X2, X3]︸ ︷︷ ︸

∈γ3(nK )

] = 0.

This gives that [X1, Y1], [X3, Y1], [X2, Y2] and [X4, Y2] form a basis of
eigenvectors for A3. Its eigenvalues are therefore given by α2β, αβ2,
α−2β−1 and α−1β−2, respectively.
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We know that [X2, X3], [X1, X4] ∈ nK3 . If they are non-zero then they must
be eigenvectors of A3 and thus this gives one of the following equalities:

α−1β =


α2β ⇒ α3 = 1
αβ2 ⇒ α2β = 1
α−2β−1 ⇒ αβ2 = 1
α−1β−2 ⇒ β3 = 1.

, αβ−1 =


α2β ⇒ αβ2 = 1
αβ2 ⇒ β3 = 1
α−2β−1 ⇒ α3 = 1
α−1β−2 ⇒ α2β = 1.

which gives in each case a contradiction, either because α or β would
be a root of unity or because an eigenvalue of A3 would be equal to 1.
So we must conclude that [X2, X3] = [X1, X4] = 0. As a consequence
[n1, n1] ⊂ n2 and thus the decomposition n = n1 ⊕ n2 ⊕ n3 gives a positive
grading.

• Type (4, 2, 2): Just as in the previous case, we find that Y1 := [X1, X3]
and Y2 := [X2, X4] form a basis of eigenvectors for A2, with eigenvalues
αβ and α−1β−1, respectively. Moreover, an identical argument as before
shows that [X2, Y1] = [X4, Y1] = [X1, Y2] = [X3, Y2] = 0, implying that
the eigenvalues on nK3 are, by interchanging α and β if necessary, of the
form α2β and α−2β−1, with corresponding eigenvectors Z1 := [X1, Y1]
and Z2 := [X2, Y2].
If [X1, X4] is non-zero, it is an eigenvector for eigenvalue αβ−1, which
is different from α−2β−1 because otherwise α would have absolute value
1. In particular, [X1, X4] = a[X1, Y1] for some a ∈ K. By replacing
the vector X4 by X4 − aY1, which is again an eigenvector for the same
eigenvalue, we get that [X1, X4] = 0, but with all the other relations
identical. Similarly, we can replace X3 to achieve [X2, X3] = 0, showing
that [nK1 , nK1 ] = nK2 and thus realizing a positive grading nK1 ⊕ nK2 ⊕ nK3
for nK , which in turn implies n admits a positive grading. In fact, this
argument shows that nK is a direct sum of two filiform Lie algebras, one
generated by the elements X1, X3 and the other by X2, X4. Note that if
[X3, Y1] is non-zero, it is an eigenvector of eigenvalue αβ2, which must
be different from α−2β−1 and thus [X3, Y1] = b[X1, Y1] for b ∈ K. By
replacing X3 by X3 −bX1, we can thus assume that [X3, Y1] = 0. Similarly,
we realize the assumption [X4, Y2] = 0.

• Type (4, 2, 2, 2): We use the same notations and basis for the spaces
nK1 ⊕ nK2 ⊕ nK3 as for type (4, 2, 2), in particular with the property that
[X1, X4] ∈ nK4 and [X2, X3] ∈ nK4 . By using the Jacobi identity, we see
that [X2, Z1] = [X3, Z1] = [X4, Z1] = [X1, Z2] = [X3, Z2] = [X4, Z2] = 0.
In particular, a basis of eigenvectors for A4 is given by [X1, Z1] and
[X2, Z2] with eigenvalues α3β and α−3β−1. Now, if [X1, X4] is non-zero,
it lies in n4 and has eigenvalue αβ−1 which is different from α−3β−1. In
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particular, [X1, X4] = a[X1, Z1] for some a ∈ K, and thus by replacing X4
by X4 −aZ1 we get that [X1, X4] = 0. In a similar fashion, we can assume
[X2, X3] = 0 and thus [n1, n1] = n2, showing that the decomposition
nK1 ⊕ nK2 ⊕ nK3 ⊕ nK4 gives a positive grading for nK . In fact, we have
shown that nK is a direct sum of two filiform Lie algebras.

Due to the proof for Anosov Lie algebras of type (4, 2, 2) and (4, 2, 2, 2), one
might conjecture that for every Anosov Lie algebra n of type (4, 2, . . . , 2) it
holds that nC is isomorphic to the direct sum of two filiform Lie algebras. The
family of examples in Section 6.5.2 shows that this is not the case, since they
have no positive grading.

Case n1 = 5

We first consider the possibilities if the polynomial f1 is reducible.

Proposition 6.5.24. Let n be an Anosov rational Lie algebra with n1 = 5
and c ≤ 4. If the characteristic polynomial of A1 is reducible and n has no
non-trivial abelian factor, then n2 ≥ 6.

Proof. Denote the characteristic polynomial of A1 by f1. Because f1 is reducible
it is equal to a product f1 = g1g2 with g1 and g2 irreducible of degree 3 and 2,
respectively. After squaring the Anosov automorphism A if necessary we can
assume that the constant terms of g1 and g2 are equal to 1. Let K,K1 and K2
denote the splitting fields of f, g1 and g2, respectively. Because K1 ⊂ K and
K2 ⊂ K are subfields, we get that both 3 and 2 divide the order of Gal(K/Q).
Let σ ∈ Gal(K/Q) be an element of order 3. Let α1, α2, α3 denote the roots of
g1 with corresponding eigenvectors X1, X2, X3 ∈ nK1 and β, β−1 the roots of g2
with corresponding eigenvectors Y1, Y2 ∈ nK1 . We must have, up to reordering
the αi, that

σ(α1) = α2, σ(α2) = α3, σ(α3) = α1

σ(β) = β, σ(β−1) = β−1.

This follows from the fact that σ must permute the roots of each irreducible
polynomial separately and from the orbit stabilizer theorem (Theorem 6.5.4)
which implies that the orbit of an element under σ must have either 1 or 3
elements.
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We first show that [X1, Y1] ∈ nK2 . Indeed, if the vector [X1, Y1] is non-zero,
it is an eigenvector of A with eigenvalue α1β. All the eigenvalues of Ak are
k-fold products of eigenvalues of A1. So if the eigenvalue α1β occurs on nKk ,
we must have α1β = αe1

1 α
e2
2 α

e3
3 β

s for some positive integers ei, s ∈ N with
e1 + e2 + e3 + s = k. This implies that β1−s = αe1−1

1 αe2
2 α

e3
3 . Clearly, the left

hand side is invariant under σ so the same holds for the right hand side. By
Proposition 6.5.9 the roots α1, α2, α3 satisfy the full rank condition. Using that
αe1−1

1 αe2
2 α

e3
3 is invariant under σ, Lemma 6.5.13 implies that e1 − 1 = e2 = e3.

From this we get that β1−s = 1 and thus since β is not a root of unity
that s = 1. As a consequence we also have that k = e1 + e2 + e3 + s =
e1 + (e1 − 1) + (e1 − 1) + 1 = 3e1 − 1. Since c is assumed to be less or equal
than 4, this proves that k = 2 and thus that [X1, Y1] ∈ nK2 . Analogously, it can
be proven that [Xi, Yj ] ∈ nK2 for all 1 ≤ i ≤ 3 and 1 ≤ j ≤ 2.

Therefore, we know that either all the brackets [Xi, Yj ] are zero or that A2 has
an eigenvalue of the form αiβ

±1. In the first case spanK{Y1, Y2} is an abelian
factor of nK . As a consequence the rational Lie algebra n has a non-trivial
abelian factor as well, which is in contradiction with the assumption. We thus
have without loss of generality, that α1β is an eigenvalue of A2. By letting
σ act on this we get that α1β, α2β, α3β are distinct eigenvalues of A2. Their
product is equal to α1α2α3β

3 = β3 which can not be equal to 1 since β is not a
root of unity. Therefore A2 must have at least one other eigenvalue. This can
be either one of the form αiαj or of the form αiβ

−1. In either case, by letting
σ act on these roots we see they each have at least 2 other conjugates. As a
consequence n2 must be greater or equal than 6.

As a consequence, we can study positive gradings on Anosov Lie algebras of
type (5, n2, . . . , nc).

Corollary 6.5.25. Let n be an Anosov rational Lie algebra with n1 = 5 and
dim n < 12, then n has a positive grading.

Proof. Let f1 be the characteristic polynomial of A1. By Proposition 6.5.12
we know that if the roots of f1 have full rank, then the Lie algebra n has a
positive grading. In the other case, if the roots of f1 are not of full rank, then
Proposition 6.5.9 implies that f1 is reducible. We can also assume that n has no
non-trivial abelian factor since otherwise our work in the previous sections and
Theorem 6.4.5 and 6.4.8 assure that n has a positive grading. As a consequence
we can apply Proposition 6.5.24 and thus n2 ≥ 6. This implies c = 2 because of
the assumption on our dimension. In particular, n has a positive grading.
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Case n1 = 6

Since for any 2 ≤ i ≤ c we have that ni ≥ 2, the only possible types of dimension
< 12 we need to check are (6, 2, 2), (6, 2, 3) and (6, 3, 2).

For types (6, 2, 2) and (6, 2, 3), we will use the fact that for these types the
quotient by the third ideal in the upper central series gives an Anosov Lie
algebra of type (6, 2) which have been classified in [LW09]. Let h3 denote the
Heisenberg Lie algebra of dimension 3. From Theorem 6.1.10 we know that if n is
an Anosov rational Lie algebra of type (6, 2), there are, up to isomorphism, only
two possibilities for the Lie algebra nR. The first possibility is h3 ⊕ h3 ⊕R2 with
h3 the 3-dimensional real Heisenberg Lie algebra, whereas the second possibility,
denoted as g6,2, is the real Lie algebra spanned by X1, X2, X3, X4, X5, X6, Z1, Z2
with the Lie bracket defined by

[X1, X2] = Z1, [X1, X3] = Z2, [X4, X5] = Z1, [X4, X6] = Z2. (6.6)

We immediately state a result about possible extensions of the Lie algebra gC6,2.

Lemma 6.5.26. Let n be a complex Lie algebra of nilpotency class at least 3.
Then gC6,2 can not be isomorphic to n/γ3(n).

Proof. Let us write for simplicity g = gC6,2. Suppose that there is an isomorphism
g ∼= n/γ3(n). Using this isomorphism we can identify g with a complementary
subspace of γ3(n) in n. In this way we get n = spanC{X1, . . . , X6, Z1, Z2}⊕γ3(n).
The relations from (6.6) then still hold modulo γ3(n).

Now take any three-fold bracket [Xi, [Xj , Xk]] with 1 ≤ i, j, k ≤ 6, then we claim
it must lie in γ4(n). If j ∈ {1, 2, 3} and k ∈ {4, 5, 6} or the other way around,
we have that [Xj , Xk] ∈ γ3(n). As a consequence [Xi, [Xj , Xk]] ∈ γ4(n). So we
can assume without loss of generality that both j, k ∈ {1, 2, 3}. If i ∈ {1, 2, 3}
as well, there exists a Y ∈ γ3(n) such that [Xj , Xk] = [Xj+3, Xk+3] + Y . Thus
we have [Xi, [Xj , Xk]] = [Xi, Y ] + [Xi, [Xj+3, Xk+3]]. Since [Xi, Y ] lies in γ4(n)
it now suffices to show that [Xi, [Xj+3, Xk+3]] ∈ γ4(n). So it suffices to show
that [Xi, [Xj , Xk]] ∈ γ4(n) for i ∈ {4, 5, 6} and j, k ∈ {1, 2, 3}. From the Jacobi
identity we then get

[Xi, [Xj , Xk]] = [Xj , [Xi, Xk]︸ ︷︷ ︸
∈γ3(n)

] + [Xk, [Xj , Xi]︸ ︷︷ ︸
∈γ3(n)

] ∈ γ4(n).

This proves that any bracket of the form [Xi, [Xj , Xk]] with 1 ≤ i, j, k ≤ 6 lies
in γ4(n) and thus that γ3(n) = γ4(n) = [γ3(n), n]. Inductively, we thus find that
γ3(n) = γi(n) for any i ≥ 3, in particular, γ3(n) = γc+1(n) = {0}, where c is the
nilpotency class of n. Since we assumed n to be at least 3-step nilpotent, this
gives a contradiction.
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We apply this result to show the existence of positive gradings.

Proposition 6.5.27. There are no Anosov Lie algebras of type (6, 2, 3) and an
Anosov Lie algebra of type (6, 2, 2) admits a positive grading.

Proof. Let n be an Anosov rational Lie algebra of type (6, 2, n3) and let A : n → n
be a semi-simple Anosov automorphism. As usual we get the decomposition
n = n1 ⊕ n2 ⊕ n3 such that A(ni) = ni and we write Ai = A|ni

. The Anosov
automorphism A induces an Anosov automorphism on n/γ3(n) which we call
Ã. The Lie algebra n/γ3(n) is thus an Anosov Lie algebra of type (6, 2). We
use the natural identification of vector spaces n1 ⊕ n2 ∼= n/γ3(n) and see that
under this identification Ã on n/γ3(n) corresponds to A1 ⊕A2 on n1 ⊕ n2. From
Theorem 6.1.10, we know that the Lie algebra nC/γ3(nC) is isomorphic to either
gC6,2 or hC3 ⊕ hC3 ⊕ C2. From Lemma 6.5.26 we get that nC/γ3(nC) must be
isomorphic to hC3 ⊕hC3 ⊕C2, moreover by following the proof of [LW09, Theorem
3.8.], we get a basis of eigenvectors X1, . . . , X4, Y1, Y2 of A1 and a basis of
eigenvectors Z1, Z2 of A2 such that the following relations hold in nC:

[X1, X2] = Z1 mod γ3(nC) (6.7)

[X3, X4] = Z2 mod γ3(nC) (6.8)

[X1, X3], [X1, X4], [X2, X3], [X2, X4] ∈ γ3(nC) (6.9)

[CYi, nC1 ⊕ nC2 ] ⊂ γ3(nC) ∀ i ∈ {1, 2}. (6.10)

Let α1, . . . , α4, β1, β2 be the eigenvalues of X1, . . . , X4, Y1, Y2, respectively. We
know by the proof in [LW09] as well that the characteristic polynomial f1 of
A1 factors as f1 = gh with α1, . . . , α4 the roots of g and β1, β2 the roots of h.
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Now, we use the fact that [nC, γ3(nC)] = 0 and the Jacobi identity to find

∀ i, j ∈ {1, 2} : [Yi, Zj ] = [Yi, [X2j−1, X2j ]]

= [X2j−1, [Yi, X2j ]︸ ︷︷ ︸
∈γ3(nC)

] + [X2j , [X2j−1, Yi]︸ ︷︷ ︸
∈γ3(nC)

] = 0

∀ i ∈ {1, 2} : [Xi, Z2] = [Xi, [X3, X4]]

= [X3, [Xi, X4]︸ ︷︷ ︸
∈γ3(nC)

] + [X4, [X3, Xi]︸ ︷︷ ︸
∈γ3(nC)

] = 0

∀ i ∈ {3, 4} : [Xi, Z1] = [Xi, [X1, X2]]

= [X1, [Xi, X2]︸ ︷︷ ︸
∈γ3(nC)

] + [X2, [X1, Xi]︸ ︷︷ ︸
∈γ3(nC)

] = 0.

Since the brackets above vanish, it follows that n3 is spanned by the vectors
[X1, Z1], [X2, Z1], [X3, Z2] and [X4, Z2]. This implies that the eigenvalues of
A3 lie in the set {α2

1α2, α1α
2
2, α

2
3α4, α3α

2
4}. Applying Proposition 6.5.21 on the

Anosov polynomial g and the eigenvalues of A3 we see that n3 must be even.
As a consequence a Lie algebra of type (6, 2, 3) can not be Anosov. We can
thus from here assume that n3 = 2.

From (6.7) and (6.8) it follows that Z1 has eigenvalue α1α2 and Z2 has eigenvalue
α3α4. If {α2

1α2, α1α
2
2} or {α2

3α4, α3α
2
4} are the eigenvalues of A3 we get that

(α1α2)3 = 1 or (α3α4)3 = 1, respectively. This contradicts the fact that the
eigenvalues of A2 can not have absolute value equal to 1. As a consequence we
have without loss of generality that the eigenvalues of A3 are α2

1α2 and α2
3α4.

This shows that α1α3 = 1 and thus also that α2α4 = 1. From here on we can
argue similarly as in the proof of type (4, 2, 2) in Proposition 6.5.23 and get
that the subalgebra spanC{X1, . . . , X4} ⊕ nC2 ⊕ nC3 ⊂ nC has a positive grading
given by V1 ⊕ nC2 ⊕ nC3 for some vector subspace V1 ⊂ spanE{X1, . . . , X4} ⊕ nC2 .
It is then straightforward to check that W1 = V1, W2 = nC2 ⊕ spanE{Y1, Y2},
W3 = nC3 defines a positive grading for nC. Hence also n is positively graded.

This leaves only one possible type, which we check via the action of the Galois
group on the eigenvalues.

Proposition 6.5.28. Let n be an Anosov Lie algebra of type (6, 3, 2), then n
admits a positive grading.

Proof. Let α1, . . . , α6 denote the eigenvalues of A1 with corresponding
eigenvectors X1, . . . , X6 and β1, β2, β3 the eigenvalues of A2 with corresponding
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eigenvectors Y1, Y2, Y3. As usual, we write K for the splitting field of the
characteristic polynomial f1 of A1. Note that f2, the characteristic polynomial
of A2, is irreducible of degree 3 since otherwise it would have a rational root.
By applying the orbit stabilizer theorem to the action of Gal(K/Q) on β1, it
follows that 3 divides the order of Gal(K/Q). As a consequence there is an
element σ ∈ Gal(K/Q) of order 3. The field automorphism σ is completely
determined by its action on the roots of f1. Without loss of generality, there are
two possibilities for σ, where we use the notation introduced in section 6.5.1.

• σ = (1 2 3)(4 5 6) We first show that A3 has no eigenvalue of the form
αiαj with i ̸= j and either i, j ∈ {1, 2, 3} or i, j ∈ {4, 5, 6}. Without
loss of generality we can take i = 1, j = 2. We must have that α1α2 is
fixed under σ since otherwise A3 has 3 distinct eigenvalues which is in
contradiction with n3 = 2. Thus it follows that α1α2 = α2α3 = α3α1 or
with other words α1 = α2 = α3. This implies that f is a product of 3
irreducible polynomials of degree 2 which is in contradiction with the way
σ acts on {αi}i. This shows A3 can not have an eigenvalue of this form.
Next we show that A3 has no eigenvalue of the form αiαj with i ∈ {1, 2, 3}
and j ∈ {4, 5, 6}. Without loss of generality we can assume i = 1 and
j = 4. Again we must have that α1α4 is fixed under σ since n3 = 2. Thus
we get α1α4 = α2α5 = α3α6. Therefore 1 = α1α2α3α4α5α6 = (α1α4)3

and thus α1α4 has norm 1. It can therefore not be an eigenvalue of A3.
We have shown above that A3 can not have any eigenvalue of the form
αiαj with 1 ≤ i < j ≤ 6. As a consequence we have [nK1 , nK1 ] ⊂ nK2 and
thus n1 ⊕ n2 ⊕ n3 is a positive grading for n.

• σ = (1 2 3)(4)(5)(6). By a similar argument as in the previous case, it
holds that αiαj with i ̸= j, i ∈ {1, 2, 3} and j ∈ {1, 2, 3, 4, 5, 6}, is not an
eigenvalue of A3. We thus know that A2 must have an eigenvalue of this
form, otherwise {X1, X2, X3} spans an abelian factor of nK and thus n
would be a direct sum of the 3-dimensional abelian Lie algebra and an
Anosov Lie algebra of type (3, 3, 2) which does not exist. So A2 has an
eigenvalue of the form αiαj with eigenvector [Xi, Xj ] where i ∈ {1, 2, 3}.
Without loss of generality we can assume this eigenvalue is α1α2 or α1α4.
We treat each case separately.
In the first case, as we argued before, σ can not fix α1α2 and thus the
other eigenvalues of A2 are given by α2α3 and α3α1. This shows as well
that (α1α2α3)2 = 1. Without loss of generality we can assume A3 has an
eigenvalue of the form α1α2αi. If i ∈ {4, 5, 6}, then σ does not fix α1α2αi
which is in contradiction with n3 = 2. So we must have i ∈ {1, 2, 3}. If
i = 1 or i = 2 we get, since σ must fix α1α2αi, that α2

1α2 = α2
2α3 = α2

3α1
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or that α1α
2
2 = α2α

2
3 = α3α

2
1, respectively. In either case we can derive

that α2
1 = α2α3, α2

2 = α1α3 and α2
3 = α1α2. Therefore we have

α8
1 = α4

2α
4
3 = (α1α3)2(α1α2)2 = (α1α2α3)2α2

1 = α2
1.

As a consequence α6
1 = 1, which is in contradiction with the fact that α6

has absolute value different from 1. We thus conclude that only α1α2α3
can be an eigenvalue of A3 which contradicts the fact that n3 = 2.
Now consider the second case where α1α4 is an eigenvalue of A2. The
other eigenvalues of A2 are then α2α4 and α3α4. Without loss of generality
A3 must have an eigenvalue of the form α1α4αi. If i ∈ {4, 5, 6} it follows
that its orbit under σ has three distinct elements: α1α4αi, α2α4αi and
α3α4αi, which can not happen since n3 = 2. So we must have that
i ∈ {1, 2, 3}, but then again its orbit under sigma counts three distinct
elements contradicting n3 = 2.
Since both cases lead to contradictions, we conclude that the case σ =
(1 2 3)(4)(5)(6) does not occur at all, which finishes the proof.

Case n1 = 7

As a first lemma, we show how reducibility of the polynomial f1 sometimes
gives us information about the type.

Lemma 6.5.29. Let n be a rational nilpotent Lie algebra with semi-simple
Anosov automorphism A : n → n and corresponding decomposition n = n1 ⊕ . . .⊕
nc. Let f1 be the characteristic polynomial of A1 and assume its factorisation
in irreducible polynomials is given by f1 = g · h1, . . . , hk where deg g = p is
prime. We write Ki for the splitting field of the polynomial hi over Q. If n has
no non-trivial abelian factors and p does not divide the order of Gal(Ki/Q) for
all 1 ≤ i ≤ k, then there exists an index 2 ≤ j ≤ c such that nj ≥ p.

Proof. We write K for the splitting field of f1. Let α1, . . . , αp be the roots
of g with corresponding eigenvectors X1, . . . , Xp ∈ nK1 and β1, . . . , βn1−p the
roots of h1 · . . . · hk with eigenvectors Y1, . . . , Yn1−p. Since the Galois group
Gal(K/Q) acts transitively on the roots of g, it follows by the orbit stabilizer
theorem that p divides the order of Gal(K/Q). As a consequence, there exists
an element σ ∈ Gal(K/Q) of order p. By restricting σ to the subfield Ki, we
get an automorphism σ|Ki

∈ Gal(Ki/Q) which must have order 1 or p. By
our assumption p does not divide the order of Gal(Ki/Q) and thus we must
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have that σ|Ki
= Id. So σ acts trivially on the roots βi. By following a similar

argument as in the proof of Lemma 6.5.5, we find that σ acts, without loss of
generality, by the cyclic permutation (1 2 . . . p) on the roots of g.

Since the Lie algebra n has no abelian factor, there exists either Xm such
that [X1, Xm] ̸= 0 or there exits Ym such that [X1, Ym] ̸= 0. In the first case,
the eigenvalue of [X1, Xm] is α1αm and in the other case, the eigenvalue of
[X1, Ym] is α1βm. Since p is prime, both of these eigenvalues must be either
fixed by σ or have p conjugates under the action of σ. By Proposition 6.5.9
we know g satisfies the full rank condition and thus if α1αm would be fixed
under σ, Lemma 6.5.13 gives a contradiction. If α1βm is fixed by σ, we get
that α1 = . . . = αp since βm is fixed by σ. This contradicts the fact that g is
irreducible and thus the minimal polynomial of α1αm or α1βm has degree at
least p. In particular the statement of the lemma follows for the j for which
α1αm or α1βm is an eigenvalue of Aj .

Before dealing with the final case, we first prove this technical lemma.

Lemma 6.5.30. If f = g · h is a polynomial with g, h irreducible polynomials
of degree p and n, respectively with p prime and p not a divisor of n, then for
any root α of h there exists an element of the Galois group of f that fixes α but
does not fix any root of g.

Proof. Let K,K1 and K2 denote the splitting fields of f, g and h, respectively.
For any field automorphism σ ∈ Gal(K/Q) we thus have that σ(K1) = K1 and
σ(K2) = K2. Therefore we have the natural injection

Gal(K/Q) ↪→ Gal(K1/Q) × Gal(K2/Q) : σ 7→ (σ|K1 , σ|K2)

To see this map is injective, note that K1 and K2 generate K as a field and thus
σ|K1 and σ|K2 completely determine σ. From here we use this identification to
write elements of the Galois group of f as an ordered pair of an element of the
Galois group of g and one of the Galois group of h.

Let α be one of the roots of h. Take an element σ of order p in the Galois
group of g. Since K/Q is normal, we can extend σ : K1 → K1 to an element
(σ, τ) of the Galois group of f (see [Ste89, Theorem 10.1]), where τ lies in the
Galois group of h. The order of τ can be written as |τ | = plm where p and m
are coprime and l ∈ N.

Now consider the field automorphism (σ, τ)m = (σm, τm). Since p and m are
coprime and σ has order p, we get that σm has order p as well. The order of
τm is clearly equal to pl. Let H denote the set of roots of h, then the action
of ⟨τm⟩ on H gives a partition H = H1 ⊔ . . . ⊔ Hk where Hi are the orbits
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under this action. By the orbit stabilizer theorem we get that the size of each
orbit Hi, must divide pl. If p divides |Hi| for all 1 ≤ i ≤ k, then it follows that
p divides

∑
i |Hi| = |H| = n, which is in contradiction with the assumption.

Therefore there must be at least one orbit which counts only one element and
thus τm fixes a root of h, call it β ∈ H. Since Gal(K2/Q) acts transitively
on H, there exists an element π ∈ Gal(K2/Q) such that π(β) = α. Again,
extend this to a field automorphism (π′, π) of K where π′ ∈ Gal(K1/Q). Then
(π′, π)(σm, τm)(π′, π)−1 fixes the root α and is still of order p when restricted
to K1 which means it does not fix any root of g.

Combining the previous results leads to the final case for Theorem 6.5.17.

Proposition 6.5.31. Let n be an Anosov rational Lie algebra with n1 = 7 and
dim n < 12, then n has a positive grading.

Proof. Let A : n → n be a semi-simple Anosov automorphism with
corresponding decomposition n = n1 ⊕ . . .⊕ nc. Let f1 denote the characteristic
polynomial of A1, the restriction of A to n1. We prove the statement separately
for the possible factorisations of f in irreducible polynomials.

• f1 is irreducible: Combine Proposition 6.5.9 and Proposition 6.5.14 to
find that 7 divides ni for all 1 ≤ i ≤ c. Together with the assumption
dim n < 12 we must have c = 1. In particular n has a positive grading.

• f1 = g · h1 · h2 with deg g = 3 and deg h1 = deg h2 = 2: Since the degree
of g is prime and strictly bigger than the degrees of h1 and h2, we have
that the degree of g does not divide the order of the Galois groups of
h1 and h2. We can assume n has no non-trivial abelian factor since in
this case our work in the previous sections for smaller n1 and Theorems
6.4.5 and 6.4.8 assure n has a positive grading. Lemma 6.5.29 then gives
the existence of an index 1 ≤ j ≤ c such that nj ≥ 3. Together with the
restriction dim n < 12, we get that c ≤ 2 and thus n admits a positive
grading.

• f1 = g · h with deg g = 5 and deg h = 2: Since g has prime degree and is
strictly greater than the degree of h, we have that the degree of g does
not divide the order of the Galois group of h. We can assume n has
no non-trivial abelian factor since in this case our work in the previous
sections for smaller n1 and Theorems 6.4.5 and 6.4.8 assure n has a positive
grading. Lemma 6.5.29 then gives an index 1 ≤ j ≤ c such that nj ≥ 5.
Together with the restriction dim n < 12, we get that c < 2 and thus n
admits a positive grading.
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• f1 = g · h with deg g = 3 and deg h = 4: We can assume that 3 divides
the order of the Galois group of h, otherwise we can use Lemma 6.5.29
in a similar fashion as with the previous two cases and find that n must
be positively graded. It follows that the Galois group of h is either the
alternating group A4 or the whole permutation group S4. Let α1, α2, α3
be the roots of g and β1, β2, β3, β4 the roots of h. Since n is not abelian
there must be without loss of generality an eigenvector in n2 with one of
following three eigenvalues: α1α2, α1β1 or β1β2.
In case the eigenvalue is α1α2, take the element in the Galois group of g
corresponding with the permutation (1 2 3) and extend it to an element
σ of the Galois group of f . Then it is clear that σ(α1α2) = α2α3 and
σ2(α1α2) = α3α1 are also eigenvalues of A2. These are three different
eigenvalues and thus we get n2 ≥ 3.
In case the eigenvalue is equal to α1β1, we use Lemma 6.5.30 and find
an element σ in the Galois group of f such that σ fixes β1 and acts
by the permutation (1 2 3) on the roots of g. Then A2 must also have
eigenvalues σ(α1β1) = α2β1 and σ2(α1β1) = α3β1. This gives three
different eigenvalues of A2 and thus n2 ≥ 3.
In case the eigenvalue equals β1β2, take the element in the Galois group
of h corresponding to the permutation (1)(2 3 4) and extend it to an
element σ of the Galois group of f . Then A2 must also have the
eigenvalues σ(β1β2) = β1β3 and σ2(β1, β2) = β1β4. This gives three
different eigenvalues of A2 and thus n2 ≥ 3.
In all cases we see that n2 ≥ 3. Therefore by the restriction on the
dimension of n we find that c = 2 and thus that n admits a positive
grading.

6.6 Anosov rational forms of partially commutative
Lie algebras

This section is based on [DW24].

Recall from Chapter 4 that for any non-empty graph G = (V,E), we defined
a c-step nilpotent partially commutative Lie algebra nK(G, c) over a field K.
In section 5.6.2 of Chapter 5, we classified the rational forms of the complex
Lie algebra nC(G, c) by use of continuous morphisms ρ : Gal(K/Q) → Aut(G)
where K/Q is a Galois extension. The rational form associated to ρ is written
as nQ(ρ, c). In this section, we will answer the following question.
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Question 6.6.1. For which continuous morphisms ρ : Gal(K/Q) → Aut(G) is
the rational Lie algebra nQ(ρ, c) Anosov?

The answer to this question is formulated in Theorems 6.6.13 and 6.6.14. The
former deals with continuous morphisms from the Galois group Gal(Q/Q) to
Aut(G) while the latter deals with injective morphisms from finite Galois groups
to Aut(G). Several corollaries are then deduced from this general result. If we
only look at the rational forms of the real Lie algebra we obtain Corollary 6.6.15.
The special case of the standard rational form is formulated in Corollary 6.6.16.

In section 6.6.3 we give some examples to illustrate the effects of the main
theorems. In particular, we apply the theorem to certain classes of graphs, a
first of which are trees (see Definition 4.1.4). If we write N(G, c) for the real
simply connected nilpotent Lie group associated to the real Lie algebra nR(G, c),
then we can formulate the obtained result as follows.
Theorem 6.6.2. Let G be a non-empty tree, c > 1 and N(G, c) the associated
c-step nilpotent simply connected Lie group. For any cocompact lattice Γ ≤
N(G, c), we have that the nilmanifold Γ\N(G, c) does not admit an Anosov
diffeomorphism.

Note that this theorem is an improvement of the existing theorem in [Mai06]
which considers only one specific cocompact lattice in N(G, c) (namely the one
corresponding to the standard rational form nQ(G, c) of nR(G, c)).

The next class to consider are the cycle graphs (see Example 4.1.2).
Theorem 6.6.3. Let G be the cycle graph on n ≥ 5 vertices, c > 1 and
N(G, c) the associated c-step nilpotent simply connected Lie group. There exists
a cocompact lattice Γ ≤ N(G, c) with the nilmanifold Γ\N(G, c) admitting an
Anosov diffeomorphism if and only if n > c.

Before we prove the main theorem in section 6.6.2, we first prove a result in the
following section which relates the existence of an Anosov automorphism to the
existence of hyperbolic algebraic units for each vertex of the graph, compatible
with the action on the quotient graph.

6.6.1 Reduction to algebraic units on the vertices

First we introduce some notation that will be used in this and the following
sections.

For any group morphism ρ : G → Perm(X) from a group G to a the permutation
group on a set X, we refer to the induced action by G on X as the ρ-action.
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The orbit and stabilizer of an element x ∈ X under this action will be written as
Orbρ(x) and Stabρ(x), respectively. A subset Y ⊂ X is said to be ρ-invariant
if for any y ∈ Y and any g ∈ G we have ρg(y) ∈ Y .

Let X be a finite set and P a partition of X, i.e. a collection P of non-empty
subsets of X such that any two different sets in P have empty intersection and
the union of all sets in P is equal to X. An automorphism of the partition
P is defined as a permutation φ ∈ Perm(P) such that for any Y ∈ P we
have |φ(Y )| = |Y |. Clearly, when G = (V,E) is a graph, its set of coherent
components ΛG is a partition of the vertices V . With the above introduced
notation, we then have that the group of automorphisms of the quotient graph
Aut(G) is a subgroup of Aut(ΛG).

Let X be a finite set, P a partition of X and K a field. Write KX for the set of
maps from X to K. We can naturally identify the group

∏
Y ∈P Perm(Y ) with

a subgroup of Perm(X). Thus, we get a right action of
∏
Y ∈P Perm(Y ) on KX

by precomposition, namely
Ψ · θ := Ψ ◦ θ

for all θ ∈
∏
Y ∈P Perm(Y ) and Ψ ∈ KX . Let us write HK

P for the corresponding
orbit space, so

HK
P := KX

/ ∏
Y ∈P

Perm(Y ).

Thus elements of HK
P are determined by maps from X to K, but without caring,

inside each set Y ∈ P, about which element of Y is assigned to which value.

Note that for any element φ ∈ Aut(P) there exists a (not necessarily unique)
permutation ψ ∈ Perm(X) such that φ(Y ) = ψ(Y ) for all Y ∈ P. This is
easily seen using the same arguments as in Remark 4.1.9 for the partition ΛG
of the vertices V of a graph G = (V,E). Moreover, as shown in that same
remark, one can choose a group morphism r : Aut(P) → Perm(X) such that
r(φ)(Y ) = φ(Y ) for all Y ∈ P. The groups Aut(K) and Aut(P) then have a
well-defined left, respectively right action on HK

P by

σ · [Ψ] := [σ ◦ Ψ], [Ψ] · φ := [Ψ ◦ r(φ)]

for all σ ∈ Aut(K), φ ∈ Aut(P) and Ψ ∈ KX . Although we use the morphism
r to define the action of Aut(P) on HK

P , one can check that this action is
independent of the choice of such a morphism r.

Note that for a graph G = (V,E), we did however fix a morphism r : Aut(G) →
Aut(G) which we used to define the morphism i : Aut(G) → Aut(nQ(G, c)) which
in turn is used to describe the rational form

nQ(ρ, c) = {v ∈ nQ(G, c) | ∀σ ∈ Gal(Q/Q) : i(ρσ)(σv) = v},
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for any continuous group morphism ρ : Gal(Q/Q) → Aut(G) (see section 5.6.2).
The following theorem characterizes the existence of an Anosov automorphism
on the rational form nQ(ρ, c) by the existence of a function from the vertices
V to Q and makes use of the above introduced notation for the partition of V
into coherent components.

Theorem 6.6.4. Let G = (V,E) be a simple undirected graph and ρ :
Gal(Q/Q) → Aut(G) a continuous morphism. The rational form nQ(ρ, c) of
nQ(G, c) is Anosov if and only if there exists a map Ψ : V → Q such that

(i) for any vertex v ∈ V , Ψ(v) is an algebraic unit,

(ii) for any k ∈ {1, . . . , c} and any (not necessarily distinct) vertices
v1, . . . , vk ∈ V such that {v1, . . . , vk} spans a connected subgraph of G, we
have |Ψ(v1) · . . . · Ψ(vn)| ≠ 1,

(iii) and for any σ ∈ Gal(Q/Q) it holds that σ · [Ψ] = [Ψ] · ρσ in HQ
ΛG

.

Note that the conditions in this theorem do not depend on the choice of
representative Ψ in its equivalence class [Ψ] ∈ HQ

ΛG
.

Proof. First assume that nQ(ρ, c) ⊂ nQ(G, c) is Anosov with Anosov
automorphism f ∈ Aut

(
nQ(ρ, c)

)
. Recall that we have the projection onto

the abelianization πab and that, by Theorem 4.6.6, the image of Aut
(
nQ(G, c)

)
under πab is equal to

GQ(G) = Autab

(
nQ(G, c)

)
= P (Aut(G)) ·

 ∏
λ∈ΛG

GL(spanQ(λ))

 · UQ(G).

We also have morphisms

p : GQ(G) → Aut(G) and i : Aut(G) → Aut
(
nQ(G, c)

)
where p is defined in equation (4.7) and i was defined in Remark 5.6.2. Recall
that i depends on the chosen morphism r : Aut(G) → Aut(G). At last, let us
write

π = p ◦ πab and P = P ◦ r
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and recall from equation (4.8) that we have an internal semi-direct product

GQ(G) = P (Aut(G)) ·

 ∏
λ∈ΛG

GL(spanQ(λ))

 · UQ(G)

∼= P (Aut(G)) ⋉

 ∏
λ∈ΛG

GL(spanQ(λ))

⋉ UQ(G).

Note that since nQ(ρ, c) is a rational form of nQ(G, c), we can naturally extend
f to an automorphism of nQ(G, c). The semisimple part of f is again an Anosov
automorphism, as Aut(nQ(ρ, c)) is a linear algebraic group. Moreover, any
positive power fk for k > 0 of f is an Anosov automorphism as well, so without
loss of generality we can assume that f is semi-simple and lies in the Zariski-
connected component of the identity of Aut

(
nQ(G, c)

)
. Hence, under these

assumptions, f lies in some maximal torus of Aut
(
nQ(G, c)

)
. By Lemma 4.6.15,

we know that the subgroup of vertex diagonal automorphisms DQ(G, c) is a
maximal torus of Aut

(
nQ(G, c)

)
. Since Aut

(
nQ(G, c)

)
is a linear algebraic

group over an algebraically closed field, all its maximal tori are conjugate
and thus there exists an h ∈ Aut

(
nQ(G, c)

)
and an f̃ ∈ DQ(G, c) such that

hf̃h−1 = f . Moreover, since i
(
Aut

(
G
))

normalizes DQ(G, c), we can assume
that π(h) = 1.

Let us define Ψ : V → Q by assigning to a vertex v ∈ V its corresponding
eigenvalue under f̃ . Since f̃ is an Anosov automorphism, it follows that Ψ(v)
is a hyperbolic algebraic unit for all v ∈ V . As a consequence we also have
|Ψ(v)k| ≠ 0 for any v ∈ V and k ∈ N. By Proposition 4.6.14 from Chapter 4, we
know that for any vertices v1, . . . , vn ∈ V with |{v1, . . . , vn}| ≥ 2 and such that
{v1, . . . , vn} spans a connected subgraph of G, the product Ψ(v1) · . . . · Ψ(vn) is
an eigenvalue of f̃ and thus |Ψ(v1) · . . . · Ψ(vn)| ≠ 1. All together this proves Ψ
satisfies conditions (i) and (ii).

Let us now show Ψ also satisfies condition (iii). Since f
(
nQ(ρ, c)

)
= nQ(ρ, c),

it follows from Lemma 6.3.4 that f i(ρσ) = i(ρσ) σf for all σ ∈ Gal(Q/Q).
Substituting hf̃h−1 for f , we find the equality

f̃aσ = aσ
σ
f̃ where aσ := h−1i(ρσ) σh. (6.11)

Note that π(aσ) = π(h−1)π(i(ρσ))π(h) = π(i(ρσ)) = ρσ, and hence πab(aσ) =
P (ρσ)Aσmσ for unique mσ ∈ UQ(G) and Aσ ∈

∏
λ∈ΛG

GL(spanQ(λ)). Applying
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the morphism πab to equation (6.11), we get that

πab(f̃)P (ρσ)Aσmσ = P (ρσ)Aσmσ
σ
πab(f̃).

Note that πab(f̃) and σ
πab(f̃) are elements in

∏
λ∈ΛG

GL(spanQ(λ)), since f̃ is
diagonal on the vertices V . Rearranging the equation above according to the
semi-direct product decomposition of GQ(G), we find

P (ρσ) ·
(
P (ρσ)−1 πab(f̃) P (ρσ)Aσ

)
·mσ

= P (ρσ) ·
(
Aσ

σ
πab(f̃)

)
·
(
σ
πab(f̃)−1 mσ

σ
πab(f̃)

)
.

Thus, the equality on
∏
λ∈ΛG

GL(spanQ(λ)) is given by

P (ρσ)−1πab(f̃)P (ρσ)Aσ = Aσ
σ
πab(f̃),

or equivalently

P (ρσ)−1πab(f̃)P (ρσ) = Aσ
σ
πab(f̃)A−1

σ ,

which holds for any σ ∈ Gal(Q/Q).

Since both sides are elements of
∏
λ∈ΛG

GL(spanQ(λ)), we can look at their

projection onto GL(spanQ(λ)) for any λ ∈ ΛG . We then find that

f |spanQ(ρσ(λ)) and
σ(
f |spanQ(λ)

)
are conjugate linear maps. Thus, their eigenvalues, counted with multiplicities,
coincide. This shows exactly that [Ψ ◦ r(ρσ)] = [σ ◦ Ψ] for any σ ∈ Gal(Q/Q)
and thus that Ψ satisfies all the required properties.

Conversely, assume that a map Ψ : V → Q satisfying conditions (i), (ii) and (iii)
exists. Let m be the number of orbits for the ρ-action of Gal(Q/Q) on ΛG and
choose coherent components λ1, . . . , λm ∈ ΛG such that ΛG =

⊔m
j=1 Orbρ(λi).

For any j ∈ {1, . . . ,m}, define the polynomial gj(X) ∈ Q[X] by

gj(X) =
∏
v∈λj

(X − Ψ(v)).

Let us fix an action of Gal(Q/Q) on Q[X] by acting on the coefficients of
the polynomials. As one can check this is an action by ring automorphisms.
Take an arbitrary σ ∈ Stabρ(λj). By the assumption, we have that [σ ◦ Ψ] =
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[Ψ ◦ r(ρσ)]. As a consequence, there exists a θ ∈
∏
λ∈ΛG

Perm(λ) such that
σ ◦ Ψ = Ψ ◦ r(ρσ) ◦ θ. We now have that

σ
gj(X) =

∏
v∈λj

σ(X − Ψ(v))

=
∏
v∈λj

(X − (σ ◦ Ψ)(v))

=
∏
v∈λj

(X − (Ψ ◦ r(ρσ) ◦ θ)(v))

=
∏
v∈λj

(X − (Ψ ◦ r(ρσ))(v))

=
∏

v∈ρσ(λi)

(X − Ψ(v))

=
∏
v∈λj

(X − Ψ(v)) = gj(X). (6.12)

So the coefficients of gj(X) lie in the field extension QStabρ(λj)
/Q. Note that

since ρ is continuous, the stabilizer Stabρ(λj) is an open subgroup of Gal(Q/Q)
(for the Krull topology) and thus that QStabρ(λj)

/Q is a finite degree extension.

Next, for any j ∈ {1, . . . ,m}, let Bj ∈ GL(spanQ(λj)) be the linear map given
by the companion matrix of gj(X) in a basis of vertices of spanQ(λj), where
the order of the basis does not matter. Clearly, we have that σBj = Bj for any
σ ∈ Stabρ(λj). Now define the linear map A ∈ GL(spanQ(V )) by setting for
any µ ∈ Orbρ(λj) and v ∈ spanQ(µ):

A(v) = i(ρσ) σBj i(ρσ)−1v

where σ ∈ Gal(Q/Q) is chosen such that σ(λj) = µ. Let us first show this is
well-defined and independent of the choice of σ ∈ Gal(Q/Q). Say ν ∈ Gal(Q/Q)
is another element which also satisfies ν(λj) = µ, then σ−1ν ∈ stabρ(λj) and
we get

i(ρν) νBj i(ρν)−1v = i(ρσ)i(ρσ−1ν)
σ(

σ−1νBj

)
i(ρσ−1ν)−1i(ρσ)−1v

= i(ρσ) σBji(ρσ)−1v.
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We thus have a well-defined linear map A and by construction, we have
A ∈

∏
λ∈ΛG

GL(spanQ(λ)). This gives a unique graded automorphism f ∈
Autg

(
nQ(G, c)

)
with πab(f) = A (see section 4.6.1 of Chapter 4).

We claim that f induces an Anosov automorphism on nQ(ρ, c). To check that
f(nQ(ρ, c)) = nQ(ρ, c), we need to check that i(ρσ)−1 f i(ρσ) = σf for any σ ∈
Gal(Q/Q) (Lemma 6.3.4). Since both f and i(ρσ) are graded automorphisms
of nQ(G, c), it suffices to check this on spanQ(V ). Take any j ∈ {1, . . . ,m},
µ ∈ Orbρ(λj) and v ∈ spanQ(µ). Let ν ∈ Gal(Q/Q) be an element such that
ρν(λj) = ρσ(µ) or equivalently ρσ−1ν(λj) = µ. Then we have

i(ρσ)−1 f i(ρσ)v = i(ρσ)−1i(ρν) νBj i(ρν)−1i(ρσ)v

= i(ρσ−1ν)
σ(

σ−1νBj

)
i(ρν−1σ)v

=
σ(
i(ρσ−1ν) σ

−1νBj i(ρσ−1ν)−1
)
v

= (σf)v.

The set of eigenvalues of f on spanQ(V ) is equal to the image of Ψ which are
algebraic units by assumption. The other eigenvalues of f are products of the
eigenvalues on spanQ(V ) and are thus algebraic units as well. This shows that f
is integer-like, since its characteristic polynomial has coefficients in Q from the
fact that f(nQ(ρ, c)) = nQ(ρ, c) as proven above. To see that f is hyperbolic,
note that by the way we constructed f , it follows that f is conjugated to the
vertex diagonal automorphism fΨ. We thus only need to check that fΨ is
hyperbolic. By the assumption on Ψ, we know that the n-fold products of
the form Ψ(v1) · . . . · Ψ(vn) with {v1, . . . , vn} connected and 1 ≤ n ≤ c, have
absolute value different from 1. By Proposition 4.6.14, only these products can
occur as eigenvalues of fΨ. This proves that fΨ is hyperbolic.

6.6.2 A characterization on the graph and the action

In this section, we give a condition for a rational form nQ(ρ, c) to be Anosov
which is easier to check than the condition in Theorem 6.6.4 and which solely
depends on how the orbits of the action on G induced by ρ look like and on which
coherent components are fixed under the action of the complex conjugation
automorphism. Before we prove this characterization, we first prove several
lemmas. At the end of the section we list some corollaries, one of which is a
correction to a result of [Mai06].
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Given a number field, the following lemma shows the existence of a Galois
extension of that field which satisfies a condition on the number of real and
complex embeddings.

Lemma 6.6.5. Let K be a number field with s real embeddings and t conjugated
pairs of complex embeddings in C. For any positive integer d ∈ N, there exists a
Galois extension F/K of degree [F : K] = d such that F has d ·s real embeddings
and d · t conjugated pairs of complex embeddings in C.

Proof. We can assume that all fields are subfields of C. From Lemma 5.6.7, it
is clear that there exists a totally real Galois extension L/Q of degree d such
that K ∩ L = Q. Now take F := KL. Using Proposition 3.19 and Corollary
3.20 from [Mil22], we find that F/K is Galois and that

[F : Q] = [L : Q][K : Q]
[L ∩K : Q] = [L : Q][K : Q] = d · (s+ 2t).

Let us write in general MK for the set of embeddings from the number field K
to C. Consider the map

g : MF → MK × ML : σ 7→ (σ|K , σ|L).

It is clear this map is injective since any embedding of F in C is completely
determined by its values on K and L. Since the number of embeddings equals
the degree of the number field, it follows from the above that MF and MK×ML

have the same cardinality. We thus have that g is a bijection. If we let τ denote
the complex conjugation automorphism on C, we have for any σ ∈ MF the
equivalences

τ ◦ σ = σ ⇔ g(τ ◦ σ) = g(σ)

⇔ (τ ◦ σ|K , τ ◦ σ|L) = (σ|K , σ|L)

⇔ (τ ◦ σ|K , σ|L) = (σ|K , σ|L)

⇔ τ ◦ σ|K = σ|K .

From this it follows that the number of real embeddings of F into C is exactly
equal to d · s. As a consequence, the number of conjugated pairs of complex
embeddings of F into C must be equal to d · t.

Let X be a finite set. For any Galois extension L/Q and any continuous
morphism ρ : Gal(L/Q) → Perm(X), inducing an action on X, we define a
function

zρ : X →
{

1, 1
2

}
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by

zρ(x) =
{

1 if ∃σ ∈ Gal(L/Q) : ρτσ(x) = ρσ(x)
1
2 else

, (6.13)

where τ ∈ Gal(L/Q) denotes the complex conjugation automorphism (with
the convention that it is the identity automorphism if L ⊂ R). Note that zρ
is constant on ρ-orbits and that it takes the value 1 on an orbit if and only if
ρτ fixes an element in that orbit. The reason why the function zρ takes the
values 1 and 1/2 will become clear in the formulation of the main theorem of
this section. The following lemma shows the relation between this function and
totally imaginary number fields. Recall from section 6.2 that a number field is
said to be totally imaginary if it has no real embeddings.

Lemma 6.6.6. Let X be a set and ρ : Gal(Q/Q) → Perm(X) a continuous
morphism. For any x ∈ X, the field QH with H = Stabρ(x) is totally imaginary
if and only if zρ(x) = 1/2.

Proof. Let τ ∈ Gal(Q/Q) be the complex conjugation automorphism. Note
that QH is totally imaginary if and only if for any σ ∈ Gal(Q/Q) we have

τ /∈ Gal
(
Q
/
σ
(
QH
))

.

We have the series of equivalences

τ ∈ Gal
(
Q
/
σ
(
QH
))

⇔ τ ∈ Gal
(
Q
/

QσHσ
−1
)

⇔ τ ∈ σHσ−1

⇔ τ ∈ Stabρ(ρσ(x))

⇔ ρτσ(x) = ρσ(x).

Thus, QH is totally imaginary if and only if for any σ ∈ Gal(Q/Q) we have
ρτσ(x) ̸= ρσ(x), which is by the definition of zρ equivalent with zρ(x) = 1/2.

The following definition will also be used in the statement of the main theorem.

Definition 6.6.7. Let G = (V,E) be a graph and ΛG its set of coherent
components. A subset of coherent components A ⊂ ΛG will be called connected
if the underlying set of vertices ⋃

λ∈A

λ

is connected in the graph G (according to Definition 4.1.3).
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The next lemma is a result on the existence of connected subsets of coherent
components satisfying a property with respect to a given involution of the
quotient graph. This lemma will later be applied to the involution determined
by the action of the complex conjugation automorphism on G.

Lemma 6.6.8. Let G = (V,E) be a graph, ΛG its set of coherent components
and ι ∈ Aut(G) an involution, i.e. ι satisfies ι2 = Id. Take any connected subset
A ⊂ ΛG such that for all λ ∈ ΛG with ι(λ) ̸= λ it holds that A ̸= {λ, ι(λ)}.
Then there exists a connected subset B ⊂ ΛG such that A∪ ι(A) = B ∪ ι(B) and
for any λ ∈ B with λ ̸= ι(λ) we have ι(λ) /∈ B.

Before proving it, we first illustrate it with 2 different examples.

Example 6.6.9. The above lemma requires the set A ⊂ ΛG to satisfy A ̸=
{λ, ι(λ)} for any λ ∈ ΛG with λ ≠ ι(λ). This condition is indeed necessary
by considering the following example. Take any positive integer n > 1 and
let V = {v1, . . . , vn, w1, . . . , wn}. Define E = {{vk, wl} | 1 ≤ k, l ≤ n}. The
resulting graph G = (V,E) is the complete biparte graph on n+ n vertices and
is drawn below for n = 3.

v2

v1

v3

w2

w1

w3

The coherent components are given by ΛG = {λ1 = {v1, v2, v3}, λ2 =
{w1, w2, w3}}. Note that A := {λ1, λ2} is connected since λ1 ∪ λ2 = S is
a connected set of vertices. Let ι ∈ Aut(G) denote the involution defined by
ι(λ1) = λ2. It is clear that the above lemma can not be valid for this choice of
set A since λ1 and λ2 are each not connected subsets in G and thus {λ1} and
{λ2} are each not a connected subset of coherent components.

Example 6.6.10. To illustrate the conclusion of Lemma 6.6.8, consider the
graph G = (V,E) with V = {v1, . . . , v7} and

E = {{v1, v2}, {v2, v3}, {v1, v4}, {v4, v6}, {v3, v5}, {v5, v7}, {v4, v5}}.

The coherent components are simply all the singletons ΛG = {λi = {vi} | 1 ≤
i ≤ 7}. Let ι ∈ Aut(G) be the involution defined by ι(λ2) = λ2, ι(λ1) = λ3,
ι(λ4) = λ5 and ι(λ6) = λ7. The graph and its quotient graph are drawn below
together with the involution ι.
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v2

v1

v3

v4

v5

v6

v7

G

λ2

λ1

λ3

λ4

λ5

λ6

λ7

ι

G

Define the subset of coherent components A = {λ2, λ3, λ5, λ4, λ6} ⊂ ΛG , which
is easily seen to be connected. This set is drawn in Figure 6.1.

λ2

λ1

λ3

λ4

λ5

λ6

λ7

Figure 6.1: The subset A drawn in bold.

Lemma 6.6.8 gives a set B such that B ∪ ι(B) = A ∪ ι(A) and for any λ ∈ B
with λ ̸= ι(λ) it holds that ι(λ) /∈ B. In this example, such a set B can be given
by either B = {λ2, λ3, λ5, λ7} or B = {λ2, λ1, λ4, λ6}. These sets are drawn in
Figure 6.2.

λ2

λ1

λ3

λ4

λ5

λ6

λ7

λ2

λ1

λ3

λ4

λ5

λ6

λ7

Figure 6.2: The two options for the subset B drawn in bold.

Proof of Lemma 6.6.8: We first prove the cases where A counts 1, 2 or 3
elements and then proceed by induction on |A|. If |A| = 1, we can just
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take B = A. If |A| = 2, the assumptions on A imply that ι(λ) ̸= λ for any
λ ∈ A. Thus we can again take B = A. If |A| = 3, we can assume that there is
a coherent component λ ∈ A such that ι(λ) ̸= λ and ι(λ) ∈ A, otherwise we can
just take B = A. Without loss of generality we can then write A = {λ1, λ2, λ3}
with ι(λ2) = λ3. Since A is connected, we must have that either {λ1, λ2} ∈ E,
in which case we take B = {λ1, λ2} or that {λ1, λ3} ∈ E, in which case we take
B = {λ1, λ3}.

Next, assume that |A| > 3 and that the theorem holds for lower cardinalities of A.
As a basic property of connected subsets of graphs (which also lifts to connected
sets of coherent components containing at least 3 coherent components), there
exists a coherent component λ ∈ A such that A′ = A \ {λ} is still connected. In
addition, there must exist an element µ ∈ A′ such that {λ, µ} ∈ E since A was
assumed connected. We can apply the induction hypothesis on A′ and get a
connected set B′ ⊂ Λ such that A′ ∪ ι(A′) = B′ ∪ ι(B′) and for any λ ∈ B′ with
λ ̸= ι(λ) we have ι(λ) /∈ B′. The following three cases are to be considered:

• ι(λ) ∈ A′. In this case, we have that A ∪ ι(A) = A′ ∪ ι(A′) = B′ ∪ ι(B′).
As a consequence we find that B := B′ satisfies the required properties.

• ι(λ) /∈ A′ and µ ∈ B′. Then it follows from {λ, µ} ∈ E, that B := B′ ∪{λ}
is connected. We also have

B ∪ ι(B) = B′ ∪ {λ} ∪ ι(B′ ∪ {λ})

= B′ ∪ ι(B′) ∪ {λ} ∪ {ι(λ)}

= A′ ∪ ι(A′) ∪ {λ} ∪ {ι(λ)}

= A′ ∪ {λ} ∪ ι(A′ ∪ {λ})

= A ∪ ι(A)

and ι(λ) /∈ B for any λ ∈ B with λ ̸= ι(λ). Thus B satisfies all required
properties.

• ι(λ) /∈ A′ and µ /∈ B′. Then because µ ∈ A′ ∪ ι(A′) = B′ ∪ ι(B′), we
must have ι(µ) ∈ B′. Since ι ∈ Aut(G) and {λ, µ} ∈ E, we must have
that {ι(λ), ι(µ)} ∈ E. As a consequence we have that B := B′ ∪ {ι(λ)} is
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connected. We also have

B ∪ ι(B) = B′ ∪ {ι(λ)} ∪ ι(B′ ∪ {ι(λ)})

= B′ ∪ ι(B′) ∪ {λ} ∪ {ι(λ)}

= A′ ∪ ι(A′) ∪ {λ} ∪ {ι(λ)}

= A′ ∪ {λ} ∪ ι(A′ ∪ {λ})

= A ∪ ι(A)

and ι(λ) /∈ B for any λ ∈ B with λ ̸= ι(λ). Thus B satisfies all required
properties.

This concludes the proof.

Next, we prove a lemma which will help us find eigenvalues equal to ±1 in
vertex-diagonal automorphisms defined by Ψ : V → Q which satisfies conditions
(i) and (iii) of Theorem 6.6.4.

Recall that for any finite set X, group G and morphism ρ : G → Perm(X),
we say a subset A ⊂ X is a ρ-invariant subset if it is invariant under the
ρ-action, i.e. for any x ∈ A and g ∈ G, we have ρg(x) ∈ A. Similarly, a function
f : X → Y (to any set Y ) is said to be a ρ-invariant function if for any g ∈ G
we have f = f ◦ ρg.

Lemma 6.6.11. Let X be a finite set equipped with a partition P. Consider a
continuous morphism ρ : Gal(Q/Q) → Aut(P) satisfying that

(i) for any x ∈ X, Ψ(x) is an algebraic unit and

(ii) for any σ ∈ Gal(Q/Q) it holds that σ · [Ψ] = [Ψ] · ρσ in HQ
P .

If A ⊂ P is a ρ-invariant subset and f : P → N a ρ-invariant function, then∏
Y ∈A

∏
x∈Y

Ψ(x)f(Y ) = ±1.
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Proof. Take any σ ∈ Gal(Q/Q). Since Ψ satisfies condition (ii), there exists a
θ ∈

∏
Y ∈P Perm(Y ) such that σ ◦ Ψ = Ψ ◦ r(ρσ) ◦ θ. We thus have

σ

(∏
Y ∈A

∏
x∈Y

Ψ(x)f(Y )

)
=
∏
Y ∈A

∏
x∈Y

(σ ◦ Ψ)(x)f(Y )

=
∏
Y ∈A

∏
x∈Y

(Ψ ◦ r(ρσ) ◦ θ)(x)f(Y )

=
∏
Y ∈A

∏
x∈Y

(Ψ ◦ r(ρσ))(x)(f◦ρσ)(Y )

=
∏
Y ∈A

∏
x∈ρσ(Y )

Ψ(x)f(Y )

=
∏
Y ∈A

∏
x∈Y

Ψ(x)f(Y ).

This proves that
(∏

Y ∈A
∏
x∈Y Ψ(x)f(Y )) ∈ Q. Since Ψ satisfies condition (i),

every factor in this product is an algebraic unit and thus the product itself is
an algebraic unit. The only algebraic units in Q are 1 and −1, which proves
the claim.

At last, we prove a lemma which for a graph G = (V,E) and a continuous
morphism ρ : Gal(Q/Q) → Aut(G) helps us construct a map Ψ on the vertices
underneath a single ρ-orbit such that the map satisfies conditions (i) and (iii) of
Theorem 6.6.4 on that ρ-orbit and enjoys an additional ‘hyperbolicity’ property.
In the proof of the main theorem we will combine these maps for each orbit
to construct a map on the whole vertex set which then also satisfies (ii) of
Theorem 6.6.4.

Recall that an action is said to be transitive if is has only one orbit. For a
transitive ρ-action, we have that the function zρ defined in (6.13) is constant.
In this case we also refer to this constant value as zρ.

Lemma 6.6.12. Let X be a finite set equipped with a partition P and c > 1
an integer. Consider a continuous morphism ρ : Gal(Q/Q) → Aut(P) inducing
a transitive ρ-action on P. If zρ · |X| ≥ 2, then there exists a map Ψ : X → Q
such that

(i) for any x ∈ X, Ψ(x) is an algebraic unit with |Ψ(x)| ≠ 1,

(ii) for any σ ∈ Gal(Q/Q) we have σ · [Ψ] = [Ψ] · ρσ in HQ
P and
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(iii) for any weight e : X → N with
∑
x∈X e(x) ≤ c it holds that if∣∣∣∣∣∏

x∈X
Ψ(x)e(x)

∣∣∣∣∣ = 1,

then the assignment
x 7→ e(x) + e(r(ρτ )(x))

takes a constant value on X. Moreover, if this value is non-zero, it is
greater or equal than 2 · zρ.

Proof. Fix some Y ∈ P. Write H = Stabρ(Y ). Note that[
QH : Q

]
=
[
Gal(Q/Q) : H

]
= |Orbρ(Y )| = |P| (6.14)

where we used the Galois correspondence for the first equality and the orbit-
stabilizer theorem for the second one. The field QH is a number field and let
s be the number of real embeddings and t the number of conjugated pairs of
complex embeddings of QH in Q. Lemma 6.6.5 now gives us a Galois extension
F
/
QH of degree m := |Y | such that F has s · m real embeddings and t · m

conjugated pairs of complex embeddings. Applying Lemma 6.2.2 on the field F ,
we get an algebraic unit ξ ∈ F which satisfies (6.2) for the given c > 1. We list
the cosets of H in Gal(Q/Q) as σ1H, . . . , σnH where n := |Orbρ(Y )| = s+ 2t.
We also order the cosets of Gal(Q/F ) in H as γ1 Gal(Q/F ), . . . , γm Gal(Q/F )
and order the elements of Y as x1, . . . , xm. Note that |X| = n ·m. By setting

xij := r(ρσi
)(xj),

we have thus parametrized the elements inX asX = {xij | 1 ≤ i ≤ n, 1 ≤ j ≤ m}.
We define the map Ψ as

Ψ : X → Q : xij 7→ σiγj(ξ).

First, we show that Ψ satisfies condition (ii). Take any σ ∈ Gal(Q/Q). Let
us prove that there exists a θ ∈

∏
Y ∈P Perm(Y ) such that for all 1 ≤ i ≤

n, 1 ≤ j ≤ m it holds that (σ ◦ Ψ)(xij) = (Ψ ◦ r(ρσ) ◦ θ)(xij). By our
listing of the cosets in the Galois group above, it is not hard to see that there
exist permutations a ∈ Perm({1, . . . , n}), bi ∈ Perm({1, . . . ,m}) and elements
σ̃ ∈ H,σ ∈ Gal(Q/F ) such that

σσi = σa(i)σ̃ and σ̃γj = γbi(j)σ

for all 1 ≤ i ≤ n, 1 ≤ j ≤ m. The permutations bi allow us to define a
permutation θ ∈

∏
Y ∈P Perm(Y ) by setting θ(xij) = xibi(j). Note that

r(ρσ)(xij) = r(ρσσi)(xj) = r(ρσa(i)σ̃)(xj) = xa(i)j
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since σ̃ ∈ H = Stabρ(Y ). Thus, we get that

(σ ◦ Ψ)(xij) = σσiγj(ξ)

= σa(i)γbi(j)σ(ξ)

= σa(i)γbi(j)(ξ)

= Ψ(xa(i)bi(j))

= (Ψ ◦ r(ρσ))(xibi(j))

= (Ψ ◦ r(ρσ) ◦ θ)(xij)

where we used that σ(ξ) = ξ since σ ∈ Gal(Q/F ). This proves that Ψ satisfies
condition (ii).

Next, we show that Ψ satisfies condition (i). Clearly, since ξ is an algebraic
unit, so are all its conjugates σiγj(ξ), which are exactly all the images of Ψ.

At last, we show Ψ satisfies condition (iii). Take a map e : X → N with∑
x∈X e(x) ≤ c and assume that∣∣∣∣∣∏

x∈X
Ψ(x)e(x)

∣∣∣∣∣ = 1.

By the construction of Ψ this gives∣∣∣∣∣∣
n∏
i=1

m∏
j=1

σiγj(ξ)e(xij)

∣∣∣∣∣∣ = 1. (6.15)

Up to reordering in the index i, all real embeddings of F in Q are given by the
restrictions

σiγj : F → Q 1 ≤ i ≤ s, 1 ≤ j ≤ m,

and all conjugated pairs of complex embeddings of F in Q are given by the
restrictions

σiγj : F → Q, σi+tγj = τσiγj : F → Q, s+ 1 ≤ i ≤ s+ t, 1 ≤ j ≤ m

where τ ∈ Gal(Q/Q) is the complex conjugation automorphism. Given this new
ordering of the σi’s, it is not hard to check that

ρτ (xij) = xij ⇔ 1 ≤ i ≤ s
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and that for any s+ 1 ≤ i ≤ s+ t we have:

xi+t j = r(ρτ )(xij).

Equation (6.15) can thus be rewritten as

1 =

∣∣∣∣∣∣
m∏
j=1

(
s∏
i=1

σiγj(ξ)e(xij) ·
s+t∏
i=s+1

σiγj(ξ)e(xij) · τσiγj(ξ)e(r(ρτ )(xij))

)∣∣∣∣∣∣
=

∣∣∣∣∣∣
m∏
j=1

(
s∏
i=1

σiγj(ξ)e(xij) ·
s+t∏
i=s+1

σiγj(ξ)e(xij)+e(r(ρτ )(xij))

)∣∣∣∣∣∣
where we use in the second equality that complex conjugation does not affect
the absolute value of a complex number. After observing that 2e(xij) =
e(xij) + e(r(ρτ )(xij)) for all 1 ≤ i ≤ s, we now find immediately from the way
ξ was constructed using Lemma 6.2.2, that the assignment

x 7→ e(x) + e(r(ρτ )(x))

is constant on X. Let us write k for this constant value and assume that k > 0.
Using Lemma 6.6.6, we find that

zρ(Y ) = 1
2 ⇔ QH is totally imaginary ⇔ s = 0.

In case zρ(Y ) = 1
2 , there is really nothing to prove since evidently k ≥ 1 =

2zρ(Y ). If zρ(Y ) = 1, then s > 0 and thus there exists an x ∈ X with
r(ρτ )(x) = x, implying that k = e(x) + e(r(ρτ )(x)) = 2e(x) ≥ 2zρ(Y ). This
concludes the proof.

We are now ready to prove the main theorem of section 6.6.

Theorem 6.6.13. Let G = (V,E) be a simple undirected graph, c > 1 an integer
and ρ : Gal(Q/Q) → Aut(G) a continuous morphism. The associated rational
form nQ(ρ, c) of nC(G, c) is Anosov if and only if for each non-empty connected
set of coherent components A ⊂ ΛG such that A ∪ ρτ (A) is ρ-invariant, it holds
that

c <
∑

λ∈A∪ρτ (A)

zρ(λ) · |λ|. (6.16)

Proof. ⇒ Assume that nQ(ρ, c) is Anosov. By Theorem 6.6.4, there exists a
map Ψ : V → Q which satisfies conditions (i), (ii) and (iii) from that theorem.
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Take any non-empty connected subset of coherent components A ⊂ ΛG such
that A ∪ ρτ (A) is ρ-invariant. We will prove that the inequality (6.16) holds.

First assume that A is not of the form {λ, ρτ (λ)} for some λ ∈ ΛG with ρτ (λ) ̸= λ.
By Lemma 6.6.8, there exists a connected set of coherent components B ⊂ ΛG
such that A ∪ ρτ (A) = B ∪ ρτ (B) and for any λ ∈ B with λ ̸= ρτ (λ) we have
ρτ (λ) /∈ B. Define the function

g : B → {1, 2} : λ 7→


1 if zρ(λ) = 1/2
2 if zρ(λ) = 1 and ρτ (λ) ̸= λ

1 if zρ(λ) = 1 and ρτ (λ) = λ.

and note that it satisfies the equality∑
λ∈B

g(λ) =
∑

λ∈A∪ρτ (A)

zρ(λ).

Consider the algebraic unit

ζ =
∏
λ∈B

∏
v∈λ

Ψ(v)g(λ). (6.17)

We now prove that |ζ| = 1. Write X = z−1
ρ (1) and Y = z−1

ρ (1/2), then
X ⊔Y = ΛG and X is exactly equal to the set of coherent components for which
their ρ-orbit contains a fixed point of ρτ . Since Ψ satisfies (iii) of Theorem 6.6.4,
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there exists a θ ∈
∏
λ∈ΛG

Perm(λ) such that τ ◦ Ψ = Ψ ◦ r(ρτ ) ◦ θ. We then have

|ζ|2 = ζζ =
∏
λ∈B

∏
v∈λ

Ψ(v)g(λ)Ψ(v)g(λ)

=
∏
λ∈B

∏
v∈λ

Ψ(v)g(λ)(Ψ ◦ r(ρτ ) ◦ θ)(v)g(λ)

=
∏
λ∈B

∏
v∈λ

Ψ(v)g(λ)(Ψ ◦ r(ρτ ))(v)g(λ)

=
( ∏
λ∈B∩X

∏
v∈λ

Ψ(v)g(λ)(Ψ ◦ r(ρτ ))(v)g(λ)

)

·

( ∏
λ∈B∩Y

∏
v∈λ

Ψ(v)g(λ)(Ψ ◦ r(ρτ ))(v)g(λ)

)

=

 ∏
λ∈B∪ρτ (B)

λ∈X

∏
v∈λ

Ψ(v)2

 ·

 ∏
λ∈B∪ρτ (B)

λ∈Y

∏
v∈λ

Ψ(v)


=

∏
λ∈B∪ρτ (B)

∏
v∈λ

Ψ(v)2zρ(λ)

=
∏

λ∈A∪ρτ (A)

∏
v∈λ

Ψ(v)2zρ(λ).

This last product satisfies all requirements to apply Lemma 6.6.11 for the
partition P = ΛG and thus we find that |ζ|2 = ±1 which implies |ζ| = 1. Using
that B is connected and that Ψ satisfies condition (ii) of Theorem 6.6.4, we
must thus have that the number of factors in the product in (6.17) is strictly
greater than c. The number of factors can be calculated as:∑

λ∈B

∑
v∈λ

g(λ) =
∑

λ∈B∪ρτ (B)

zρ(λ) · |λ| =
∑

λ∈A∪ρτ (A)

zρ(λ) · |λ|

which proves that c <
∑

λ∈A∪ρτ (A)

zρ(λ) · |λ|.

Now assume that there exists a µ ∈ ΛG such that A = {µ, ρτ (µ)} and µ ̸= ρτ (µ).
Note that this implies that A is ρ-invariant. Let θ ∈

∏
λ∈ΛG

Perm(λ) be the
permutation such that τ ◦ Ψ = Ψ ◦ r(ρτ ) ◦ θ. Choose a vertex u ∈ µ and
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define u′ = r(ρτ )(θ(u)). Since A is connected, we have that {µ, ρτ (µ)} ∈ E
and thus that {u′, v} ∈ E for any v ∈ µ. This implies that the set of vertices
{u′} ∪ (µ \ {u}) is connected in G. Note that∣∣∣∣∣∣Ψ(u′) ·

∏
v∈µ\{u}

Ψ(v)

∣∣∣∣∣∣
2

=

∣∣∣∣∣∣(Ψ ◦ r(ρτ ) ◦ θ)(u) ·
∏

v∈µ\{u}

Ψ(v)

∣∣∣∣∣∣
2

=

∣∣∣∣∣∣Ψ(u) ·
∏

v∈µ\{u}

Ψ(v)

∣∣∣∣∣∣
2

=
∏
v∈µ

Ψ(v)Ψ(v)

=
∏
v∈µ

Ψ(v)
∏

w∈ρτ (µ)

Ψ(w)

= 1

where the last equation follows from applying Lemma 6.6.11. Since zρ(µ) =
zρ(ρτ (µ)) = 1/2, it follows from condition (ii) of Theorem 6.6.4 that

c < |{u′} ∪ (µ \ {u})| = |µ| =
∑
λ∈A

zρ(λ) · |λ|,

which completes the proof of the ‘only if’ direction.

⇐ Conversely, assume that for any non-empty connected subset of coherent
components A ⊂ ΛG such that A ∪ ρτ (A) is ρ-invariant, inequality (6.16) holds.
In what follows, we will construct a map Ψ : V → Q which satisfies conditions
(i), (ii) and (iii) from Theorem 6.6.4, proving that nQ(ρ, c) is Anosov.

Let us list all the ρ-orbits as Orbρ(λ1), . . . ,Orbρ(λl) such that ΛG =⊔l
i=1 Orbρ(λi) and define the underlying sets of vertices

Vi :=
⋃

µ∈Orbρ(λi)

µ

such that also V = ⊔li=1Vi.

We claim that zρ(λi)|Vi| ≥ 2 for all 1 ≤ i ≤ l. Indeed, if zρ(λi) = 1 and |Vi| < 2,
then Orbρ(λi) consists of a single coherent component which counts a single



204 ANOSOV LIE ALGEBRAS

vertex and thus is a connected subset of coherent components. The assumption
then tells us that ∑

λ∈Orbρ(λi)

|λ| = 1 > c,

but since c is assumed > 1, we get a contradiction. If zρ(λi) = 1
2 and |Vi| < 4,

then per definition of zρ we have that ρτ had no fixed points on Orbρ(λi). As
a consequence, we must have that |Vi| = 2 and |λi| = |ρτ (λi)| = 1. Since
λi is a singleton, {λi} is a connected subset of coherent components with
{λi} ∪ ρτ ({λi}) = Orbρ(λi) being ρ-invariant. Thus, the assumption tells us
that ∑

λ∈Orbρ(λi)

1
2 |λ| = 1

2 + 1
2 > c,

but since c is assumed > 1, we get again a contradiction. Thus, we must
conclude that zρ(λi)|Vi| ≥ 2 for all 1 ≤ i ≤ l.

As a consequence, for each 1 ≤ i ≤ l, we can apply Lemma 6.6.12 to the ρ-action
restricted to the partition Orbρ(λi) of Vi. Thus, we obtain for each 1 ≤ i ≤ l a
map Ψi : Vi → Q which satisfies the properties as described in the statement of
that lemma. Next, we combine these maps and define for any tuple of integers
N⃗ = (N1, . . . , Nl) ∈ Zl the map

ΨN⃗ : V → Q : v 7→ Ψi(v)Ni for v ∈ Vi.

From the properties that every Ψi possesses ((i) and (ii) of Lemma 6.6.12), it is
straightforward to check that the map ΨN⃗ satisfies conditions (i) and (iii) of
Theorem 6.6.4 for any N⃗ ∈ Zl. To finish the proof we will choose an N⃗ ∈ Zl
such that condition (ii) of Theorem 6.6.4 holds as well.

For any weight e : V → N define the additive group morphism

φe : Zl → R : N⃗ 7→ log
∣∣∣∣∣∏
v∈V

ΨN⃗ (v)e(v)

∣∣∣∣∣
and define the set of weights

E(G, c) = {e : V → N | supp(e) is connected in G and 0 <
∑
v∈V

e(v) ≤ c}.

We will want to choose N⃗ outside of the set
⋃

e∈E(G,c)

ker(φe). For this to be

possible, we need that the morphisms φe are non-trivial for any e ∈ E(G, c). Let
us prove this by contradiction.
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Take any e ∈ E(G, c) and assume that φe is the trivial morphism. First, note
that supp(e) then has to count at least 2 elements. Indeed, if supp(e) were a
singleton, say supp(e) = {v} with v ∈ Vi, then the image of φe would be equal
to {

log
∣∣∣Ψi(v)n·e(v)

∣∣∣ ∣∣∣ n ∈ Z
}

=
{
n · e(v) · log |Ψi(v)|

∣∣∣ n ∈ Z
}
.

This set can clearly not be equal to {0} since |Ψi(v)| ̸= 1 (see (i) of
Lemma 6.6.12). Next, choose any integer i ∈ {1, . . . , l}. Let N⃗i =
(0, . . . , 0, 1, 0, . . . , 0) be the l-tuple with a one on the i-th entry and 0’s elsewhere.
Since φe is assumed to be the trivial morphism, we get φe(N⃗i) = 0. This exactly
means that ∣∣∣∣∣∏

v∈Vi

Ψi(v)e(v)

∣∣∣∣∣ = 1,

and thus, since Ψi satisfies property (iii) of Lemma 6.6.12, the assignment
v 7→ e(v) + e(r(ρτ )(v)) is constant on Vi. Moreover, if we write this constant
value as ki, we have ki/2 ≥ zρ(λi) whenever ki > 0. Doing this for any
i ∈ {1, . . . , l}, we get that for the set

A := {λ ∈ ΛG | λ ∩ supp(e) ̸= ∅}

it holds that A ∪ ρτ (A) is ρ-invariant. Since supp(e) counts at least 2 elements
and is connected in G, it is clear that A ⊂ ΛG is non-empty and connected. By
the hypothesis of the theorem we must thus have that

c <
∑

λ∈A∪ρτ (A)

zρ(λ) · |λ|.

Since A ∪ ρτ (A) is ρ-invariant, there exists a subset I ⊂ {1, . . . , l} such that
A∪ρτ (A) =

⋃
i∈I Orbρ(λi). Note that the set I consists exactly of those indices

i for which ki > 0. We then have that

c <
∑

λ∈A∪ρτ (A)

zρ(λ) · |λ| ≤
∑
i∈I

∑
µ∈Orbρ(λi)

ki
2 · |µ| =

∑
v∈V

e(v)

which is in contradiction with
∑
v∈V e(v) ≤ c. This proves that φe is not

the trivial morphism for any e ∈ E(G, c) and thus that ker(φe) ̸= Zl for any
e ∈ E(G, c).

Note that since φe maps into the torsion-free group (R,+), the quotient
Zl/ ker(φe) is torsion-free as well. Thus for any e ∈ E(G, c) we have that
the free abelian group ker(φe) has rank at most l− 1. From this observation, it
follows that

B :=
⋃

e∈E(G,c)

ker(φe)
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is not equal to Zl since E(G, c) is a finite set. Thus, there exists an element
M⃗ ∈ Zl \ B. As one can check Ψ := ΨM⃗ now satisfies also condition (ii) of
Theorem 6.6.4. This concludes the proof.

Analogously as we did with Theorem 5.6.4 from the classification of rational
forms of nC(G, c), we can also reformulate Theorem 6.6.13 by considering finite
degree Galois extensions K/Q and injective group morphisms ρ : Gal(K/Q) →
Aut(G). Note that any such morphism corresponds uniquely to an extended
morphism ρ : Gal(Q/Q) → Aut(G). Since the orbit structure of ρ and ρ coincide,
we obtain the following statement.

Theorem 6.6.14 (Injective version). Let G = (V,E) be a simple undirected
graph, K/Q a finite degree Galois extension and ρ : Gal(K/Q) → Aut(G) an
injective group morphism. The associated rational form nQ(ρ, c) of nC(G, c) is
Anosov if and only if for each non-empty connected set of coherent components
A ⊂ ΛG such that A ∪ ρτ (A) is ρ-invariant, it holds that

c <
∑

λ∈A∪ρτ (A)

zρ(λ) · |λ|.

If we only consider rational forms of the real Lie algebra nR(G, c), then ρτ
is always the identity and thus the above theorem simplifies to the following
statement.

Corollary 6.6.15 (Real version). Let ρ : Gal(K/Q) → Aut(G) be an injective
group morphism, where K/Q is a real finite degree Galois extension. The
associated rational form nQ(G, ρ) of the real Lie algebra nR(G, c) is Anosov if
and only if for any non-empty connected ρ-invariant subset A ⊂ ΛG, it holds
that

c <
∑
λ∈A

|λ|.

We can also solely look at the standard rational form nQ(G, c) which corresponds
to the trivial morphism ρ : Gal(Q/Q) → Aut(G) : Id 7→ Id. A condition for
nQ(G, c) to be Anosov can then be formulated as follows. Recall from Section 4.1
that the edges of the quotient graph where defined as the set

E = {{λ, µ} | λ, µ ∈ ΛG : ∃v ∈ λ : ∃w ∈ µ : {v, w} ∈ E} .

In particular, the quotient graph can contain loops which are elements in E of
the form {λ} for a λ ∈ ΛG .

Corollary 6.6.16 (Standard rational form). Let G = (V,E) be a non-empty
graph and nQ(G, c) the associated rational c-step nilpotent Lie algebra. Then
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nQ(G, c) is Anosov if and only if |λ| > 1 for any λ ∈ ΛG and for any edge in
the quotient graph e ∈ E (possibly a loop) we have

∑
λ∈e |λ| > c.

Remark 6.6.17 (Correction to a result of [Mai06]). We like to note that the
above corollary is a correction to the characterization stated in [Mai06, Theorem
4.3.], which only requires the condition of Corollary 6.6.16 to hold on loops in
the quotient graph. We present an example to show that [Mai06, Theorem 4.3.]
is false.

Let G be the graph from Example 6.6.9 for n = 2. The graph and its reduced
graph are drawn below.

v2 w2

v1 w1

G

2
λ1

2
λ2

G

The false result in [Mai06] claims that nQ(G, c) is Anosov for any integer c > 1,
while in fact this Lie algebra is only Anosov for c < 4. The problem in the proof
of [Mai06, Theorem 4.3.] lies with the eigenvectors arising from Lie brackets of
vertices lying in different coherent components. In this example, the Lie bracket
[v1, [w1, [v2, w2]]] is non-zero in nQ(G, c) with c ≥ 4 and will be an eigenvector
with eigenvalue ±1 for any vertex-diagonal integer-like automorphism of nQ(G, c).
This essentially proves nQ(G, c) is not Anosov for c ≥ 4, but a detailed proof is
provided by the main results above, in particular Corollary 6.6.16.

The above two corollaries show that from all rational forms in nR(G, c) that can
be Anosov, the standard one nQ(G, c) leads to the strongest condition.

Corollary 6.6.18. Let G be a simple undirected graph and nQ(G, c) the
associated c-step nilpotent rational Lie algebra. If nQ(G, c) admits an Anosov
automorphism, then so does any other rational form of the real Lie algebra
nR(G, c).

Remark 6.6.19. Note that Corollary 6.6.18 does not generalize to the rational
forms of the complex Lie algebra nC(G, c). Example 6.6.27 will illustrate this.

6.6.3 Examples and applications

In this section we illustrate how easy it is to apply our main result for some
families of graphs. In particular, certain classifications in low dimension, as
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given in [LW09] are an immediate consequence of Theorem 6.6.14. First, let us
give a concrete example to make the reader more familiar with checking the
condition of Theorem 6.6.14.

Example 6.6.20. Consider the graph G as drawn together with its quotient
graph in Figure 6.3. It has 4 coherent components which are singletons and
2 coherent components which count 2 elements. The sizes of the coherent
components are also depicted in the figure.

G

1 1

22

1 1
G

Figure 6.3: The graph G and its quotient graph G with the size of each coherent
coherent component depicted.

Let us consider the Galois group of the extension Q(
√

2, i)/Q. It is isomorphic
to (Z/2Z)2 and is generated by σ and τ which are defined by

√
2 7→ −

√
2, i 7→ i

and
√

2 7→
√

2, i 7→ −i, respectively. Note that τ is the complex conjugation
automorphism. Let us consider 2 injective group morphisms from this Galois
group to Aut(G), resulting in the two different actions as drawn in Figure 6.4.
Both actions give rise to different functions zρ of which the values are also
depicted in the figure.

τ

σ

1
2

1
2

1
2

1
2

1
2

1
2

σ

τ

1
2

1
2

11

1
2

1
2

Figure 6.4: Two actions of Gal(Q(
√

2, i)/Q) on G with the associated values of
zρ at each coherent component. Both σ and τ act as reflections on the graph.
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For both actions, there is a choice of set A of coherent components which
will result in the strongest condition on the nilpotency class c, following
Theorem 6.6.14. For both actions such a set A is drawn in Figure 6.5 below.
For the first action, it results in the condition

c < 2 · 1
2 + 2 · 1

2 + 1
2 + 1

2 + 1
2 + 1

2 = 4.

For the second action, we get the condition

c <
1
2 + 1

2 + 1
2 + 1

2 = 2.

Thus, for the first action, the associated rational form will be Anosov for c = 2, 3,
while for the second action the associated rational form will not be Anosov for
any c > 1.

A A

Figure 6.5: Choice of set A ⊂ Λ for the two actions from Figure 6.4.

Second, recall from Theorem 4.1.11 that almost all unlabelled graphs have
a trivial automorphism group. In particular, these graphs have coherent
components of size 1 and also trivial automorphism group of the quotient
graph. Using Theorem 5.6.4 and Theorem 6.6.14 we thus immediately get the
following result.

Theorem 6.6.21. Fixing an integer c > 1, the Lie algebra nC(G, c) has an (up
to Q-isomorphism) unique rational form which is not Anosov for almost all
unlabelled graphs G.

This shows that having an Anosov rational form is a rare condition for Lie
algebras associated to graphs and raises the question whether a similar statement
holds for nilpotent Lie algebras in general.

Next, let us apply Theorem 6.6.13 to certain classes of simple undirected graphs,
a first of which is trees. Recall that a tree is a connected graph with no cycles
(see Definition 4.1.4). For two vertices v, w in a connected graph G = (V,E), let
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d(v, w) denote the distance between v and w, given by the minimal number of
edges needed to go from v to w in the graph. The eccentricity e(v) of a vertex
v is defined as e(v) = max{d(v, w) | w ∈ V }. The center of G is then defined as
the set of vertices of G which have minimal eccentricity. It is a standard result
that a tree has a center consisting of either one vertex or two adjacent vertices.
To illustrate this, two trees with their center are draw in Figure 6.6 and 6.7.

Figure 6.6: A tree with a center
consisting of one vertex. The center
is represented by the vertices inside
the dashed loop.

Figure 6.7: A tree with a center
consisting of two adjacent vertices.
The center is represented by the
vertices inside the dashed loop.

Proposition 6.6.22. If G is a tree, then nC(G, c) has no Anosov rational forms
for any c > 1.

Proof. Take an arbitrary continuous morphism ρ : Gal(L/Q) → Aut(G). Let
C ⊂ V be the center of G = (V,E). Note that vertices in the same coherent
component can be mapped onto each other by an automorphism of G and must
thus have the same eccentricity. As a consequence, the center is a union of
coherent components invariant under Aut(G). Since G is a tree, we are left with
three cases:

• |C| = 1. Note that C is itself a coherent component and must be preserved
under any automorphism of G, implying that {C} is ρ-invariant non-empty
and connected. Since |C| = 1 < c, we get by Theorem 6.6.14 that nQ(ρ, c)
is not Anosov.

• |C| = 2 and C is a coherent component. Since the coherent component C
is preserved under any automorphism of G, we get that {C} is ρ-invariant
and non-empty. If the center of a tree contains two vertices, then they are
adjacent. As a consequence {C} is connected as well. Since |C| = 2 ≤ c,
Theorem 6.6.14 tells us that nQ(ρ, c) is not Anosov.

• |C| = 2 and C is a union of two disjoint coherent components. Let us
write C = λ ∪ µ with λ and µ disjoint coherent components. Note that
{λ, µ} ∈ E and thus that {λ, µ} is a non-empty connected set of coherent
components. Since the center is preserved under any automorphism of G,
we get that {λ, µ} is ρ-invariant as well. Depending on whether ρτ fixes
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λ or not, we get that zρ(λ)|λ| + zρ(µ)|µ| is equal to 1 or 2, respectively.
In either case, Theorem 6.6.14 tells us that nQ(ρ, c) is not Anosov.

This concludes the proof.

As a second class, let us consider the cycle graphs. These graphs can be
considered as the simplest graphs which are not trees and therefore the
natural class to consider next. The cycle graph of size n is given by vertices
V = {1, . . . , n} and edges E = {{1, 2}, {2, 3}, . . . , {n− 1, n}, {n, 1}}. If n ≥ 5,
then the coherent components are all singletons as illustrated below in Figure 6.8
for n = 6. It follows that for n ≥ 5, the automorphism group of the
quotient graph is isomorphic to the dihedral group of order 2n. Let a be a
generator of the rotation subgroup of Aut(G) and b a reflection of Aut(G). Then
Aut(G) = {Id, a, . . . , an−1, b, ab, . . . an−1b}. Let us call a rational form of nR(G, c)
of reflection type if the corresponding representation Gal(L/Q) → Aut(G) has
image {Id, aib} for some 1 ≤ i ≤ n. Then using Corollary 6.6.15, it is not hard
to prove following statement.

G

1 1

11

1 1
G

Figure 6.8: The cycle graph on 6 vertices and its quotient graph.

Proposition 6.6.23. Let G be a cycle graph of size n ≥ 5 and take any c > 1.
The standard rational form nQ(G, c) and all reflection-type rational forms of
nR(G, c) are not Anosov. The other rational forms of nR(G, c) are Anosov if
and only if n > c.

Proof. Since the coherent components of G are all singletons, it follows by
Corollary 6.6.16 that nQ(G, c) is not Anosov. If nQ(ρ, c) is a reflection-type
rational form of nR(G, c), then after possibly conjugating the ρ-action by an
automorphism of the quotient graph, either {{1}} or {{1}, {2}} is ρ-invariant.
In any case Corollary 6.6.15 tells us that nQ(ρ, c) is not Anosov. If nQ(ρ, c)
is any other rational form of nR(G, c), then the image of ρ must contain a
non-trivial rotation. Now suppose A ⊂ ΛG is a non-empty connected ρ-invariant
subset of coherent components. Since A must be connected, we get that up to
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possibly conjugating the action of ρ by an automorphism of the quotient graph,
that A = {{1}, . . . , {k}} for some 1 ≤ k ≤ n. Using that A is also ρ-invariant,
we know it must be preserved under the non-trivial rotation. This is only
possible if k = n implying that A = ΛG = {{1}, . . . , {n}} and

∑
λ∈A |λ| = n.

By Corollary 6.6.15 we get that nR(ρ, c) is Anosov if and only if n > c.

Proposition 6.6.24. If G is a graph for which there is a non-negative integer
k ≥ 0 such that G has a unique vertex of degree k, then nC(G, c) has no Anosov
rational forms for any c > 1.

Proof. Note that all vertices in a coherent component have the same degree.
As a consequence, if G has a vertex v for which there are no other vertices
of the same degree, then {v} is a coherent component of G. Since graph
automorphisms must preserve the degree of a vertex, it follows that v is fixed
under any graph automorphism and as a consequence the coherent component
{v} is fixed under any automorphism of the quotient graph. It follows that for
an arbitrary morphism ρ : Gal(L/Q) → Aut(G), the set {{v}} is a non-empty
connected ρ-invariant set. Since |{v}| = 1 < c, Theorem 6.6.13 tell us that
nQ(ρ, c) is not Anosov.

The following examples show that our methods can be used to simplify certain
classifications of Anosov Lie algebras and to extend them.

Example 6.6.25 (Direct sum of two free nilpotent Lie algebras of same
rank and nilpotency class). Consider the graph Gn = (Vn, En) defined by
Vn = {v1, . . . , vn, w1, . . . , wn} and En = {{vi, vj} | 1 ≤ i < j ≤ n} ∪ {{wi, wj} |
1 ≤ i < j ≤ n}. The set of coherent components is then given by ΛG = {λ1, λ2}
with λ1 = {v1, . . . , vn} and λ2 = {w1, . . . , wn}. A figure of the quotient graph
is given below.

n

λ1

n

λ2

Gn

The Lie algebra nC(Gn, c) is isomorphic to the Lie algebra direct sum of two
free c-step nilpotent Lie algebras of rank n. Let φ ∈ Aut(Gn) denote the only
non-trivial automorphism of Gn. For any non-zero square-free integer d ̸= 1, let
σd denote the only non-trivial automorphism in Gal(Q(

√
d)/Q). If d = 1, then

Gal(Q(
√
d)/Q) is trivial and we let σ1 denote the trivial automorphism. Note

that up to isomorphism, the extensions Q(
√
d)/Q, with d non-zero square-free,
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are all possible Galois extensions of Q of degree 1 or 2. Consequently, all
injective group morphisms from a Galois group over Q to Aut(Gn) are given by

ρd : Gal(Q(
√
d)/Q) → Aut(Gn) : σd 7→ φ

for some non-zero square-free integer d. Following Theorem 5.6.4, all rational
forms of nC(Gn, c) can thus be written as

n(d, n, c) := nQ(ρd, c) ⊂ nQ(
√
d)(Gn, c)

for a non-zero square-free integer d. Moreover, for non-zero square-free integers
d1, d2 it holds that n(d1, n, c) ∼= n(d2, n, c) if and only if d1 = d2. For d = 1, ρd
is the trivial morphism and we retrieve the standard rational form n(1, n, c) ∼=
nQ(Gn, c). From Theorem 6.6.13, we can now easily see that for a square-free
non-zero integer d:

n(d, n, c) is Anosov ⇔ d > 1 ∨ (d ≤ 1 ∧ c < n).

This result was already known for c = 2 and n = 2 from the classification of
Anosov Lie algebras of dimension 6, where the Lie algebra n(k, 2, 2) was denoted
by nQk (see [LW09, Example 2.7. and Theorem 4.2.]).

Definition 6.6.26. Let G = (V,E) be a simple undirected graph. The graph
G∗ := (V,E∗) with

E∗ = {{v, w} | v, w ∈ V, v ̸= w, {v, w} /∈ E}

is called the complement graph of G.

Note that the coherent components of a simple undirected graph and its
complement graph coincide. Moreover, we have that Aut(G) = Aut(G∗). This
being said, let us look at the Lie algebra associated with the complement graph
of the one from Example 6.6.25.

Example 6.6.27 (Free nilpotent sum of two abelian Lie algebras of same
dimension). Let Gn = (Vn, En) be the graph from Example 6.6.25 and G∗

n its
complement graph. Note that G∗

n is also the cycle graph of size 4. The quotient
graph G∗

n is drawn below.

n

λ1

n

λ2

G∗
n
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The Lie algebra nC(Gn, c) is isomorphic to the free c-step nilpotent sum of
two abelian Lie algebras of dimension n. Let φ ∈ Aut(Gn) denote the only
non-trivial automorphism of Gn. Since Aut(Gn) = Aut(G∗

n), it follows that all
injective group morphisms from finite Galois groups over Q into Aut(G∗

n) are
given by the same morphisms ρd for d a non-zero square-free integer as defined
in Example 6.6.25. As a consequence, following Theorem 5.6.4, all rational
forms of nC(G∗

n, c) are given by

n∗(d, n, c) := nQ(ρd, c) ⊂ nQ(
√
d)(G∗

n, c)

for a non-zero square-free integer d. Moreover, for non-zero square-free integers
d1, d2 it holds that n∗(d1, n, c) ∼= n∗(d2, n, c) if and only if d1 = d2. For d = 1 we
retrieve the standard rational form n∗(1, n, c) ∼= nQ(G∗

n, c). From Theorem 6.6.14,
we can now easily see that for a square-free non-zero integer d:

n∗(d, n, c) is Anosov ⇔ (d ≥ 1 ∧ c < 2n) ∨ (d < 1 ∧ c < n).

This result was already known for c = 2, n = 2 and d ≥ 1 from the classification
of real Anosov Lie algebras of dimension 8, where the Lie algebra n∗(k, 2, 2) was
denoted by hQk (see [LW09, Theorem 4.2.]).

When studying Anosov automorphisms on rational Lie algebras in low
dimensions, one observes that in all known cases an Anosov Lie algebra
always has an Anosov automorphism with only real eigenvalues. The results in
Section 6.6 allow us to present an example where this is no longer the case, so
where every Anosov automorphism has non-real eigenvalues.
Example 6.6.28 (Anosov rational form which does not admit Anosov
automorphism with all eigenvalues real). Let G = (V,E) be the cycle graph
on 6 vertices as drawn in Figure 6.8. Let us write the vertices and edges
as V = {v1, . . . , v6} and E = {{v1, v2}, . . . {v5, v6}, {v6, v1}}. The coherent
components of G are then simply all the singletons ΛG = {λi := {vi} | 1 ≤ i ≤ 6}.
As a consequence there is a natural bijection h : V → ΛG : v 7→ {v} which gives
us a splitting morphism r : Aut(G) → Aut(G) : φ 7→ h−1 ◦ φ ◦ h. Let us write
Aut(G) = {1, a, . . . a5, b, ab, . . . , a5b} where a and b are defined by a(λ1) = λ2,
a(λ2) = λ3, b(λ1) = λ1 and b(λ2) = λ6. Thus a is a generator for the rotations
and b is a reflection, like in our general discussion of cycle graphs.

Now let L be the splitting field of the polynomial X3 − 2 over Q. The roots of
this polynomial are given by 3

√
2, ω 3

√
2 and ω 3

√
2 where ω = ei

2π
3 . The Galois

group Gal(L/Q) is generated by the elements σ and τ , defined by

σ( 3
√

2) = ω
3
√

2, σ(ω 3
√

2) = ω
3
√

2, σ(ω 3
√

2) = 3
√

2,

τ( 3
√

2) = 3
√

2, τ(ω 3
√

2) = ω
3
√

2, τ(ω 3
√

2) = ω
3
√

2.
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Note that τ is just the complex conjugation automorphism on L and that
Gal(L/Q) is isomorphic to the dihedral group of order 6. It follows that we
have an injective group morphism

ρ : Gal(L/Q) → Aut(G) : σ 7→ a2, τ 7→ b

with corresponding rational form nQ(ρ, 2) of the two-step nilpotent Lie algebra
nC(G, 2). Using Theorem 6.6.14, it is straightforward to verify that nQ(ρ, 2)
is Anosov. Indeed, zρ takes only the value 1 on ΛG and for any non-empty
connected A ⊂ ΛG for which A∪ρτ (A) is ρ-invariant, we have that A∪ρτ (A) =
ΛG .

For the convenience of the reader, we construct an explicit basis for the rational
Lie algebra nQ(ρ, 2) and compute the structure constants. We define the vectors
wi = [vi, vi+1] for 1 ≤ i ≤ 5 and w6 = [v6, v1]. The following elements form a
basis for nQ(ρ, 2):

Xi =
(

3
√

2
)i
v1 +

(
ω

3
√

2
)i
v3 +

(
ω

3
√

2
)i
v5

Yi =
(
ω

3
√

2
)i
v2 +

(
3
√

2
)i
v4 +

(
ω

3
√

2
)i
v6

Zi =
((

3
√

2
)i
w1 +

(
ω

3
√

2
)i
w3 +

(
ω

3
√

2
)i
w5

)

−
((

ω
3
√

2
)i
w2 +

(
ω

3
√

2
)i
w4 +

(
3
√

2
)i
w6

)

Wi = ω

((
3
√

2
)i
w1 +

(
ω

3
√

2
)i
w3 +

(
ω

3
√

2
)i
w5

)

− ω

((
ω

3
√

2
)i
w2 +

(
ω

3
√

2
)i
w4 +

(
3
√

2
)i
w6

)
where 0 ≤ i ≤ 2. In this basis, the Lie bracket of nQ(ρ, 2) is given by the
following relations

[X0, Y0] = Z0 [X1, Y0] = Z1 [X2, Y0] = Z2

[X0, Y1] = −Z1 −W1 [X1, Y1] = −Z2 −W2 [X2, Y1] = −2Z0 − 2W0

[X0, Y2] = W2 [X1, Y2] = 2W0 [X2, Y2] = 2W1.

Let us prove by contradiction that nQ(ρ, 2) does not admit an Anosov
automorphism with real eigenvalues. So, assume f : nQ(ρ, 2) → nQ(ρ, 2) is
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an Anosov automorphism with real eigenvalues. From Theorem 6.6.4 and its
proof, we know that there exists a map Ψ : V → Q, which satisfies the properties
formulated in that theorem and such that the algebraic units in the image of
Ψ are eigenvalues of f . By the assumption, these eigenvalues are all real. Let
ρ : Gal(Q/Q) → Aut(G) : γ 7→ ρ(γ|L) be the extended morphism. Note that
since all coherent components are singletons, the group

∏
λ∈ΛG

Perm(λ) is trivial
and thus condition (iii) on Ψ becomes

∀ γ ∈ Gal(Q/Q) : γ ◦ Ψ = Ψ ◦ r(ργ).

Write ξ := Ψ(v1). Now let γ be any element in Stabρ(λ1). It follows that

γ(ξ) = (γ ◦ Ψ)(v1) = (Ψ ◦ r(ργ))(v1) = Ψ(v1) = ξ.

As a consequence ξ is fixed under Stabρ(λ1) and in particular under ker(ρ).
Note that Qker(ρ) is exactly equal to L and thus that ξ ∈ L. Now let σ be an
extension of the field automorphism σ to Q and note that

σ(ξ) = σ(ξ) = (σ ◦ Ψ)(v1) = (Ψ ◦ r(ρσ))(v1) = Ψ(v3)

is also an eigenvalue of f . Since ξ and σ(ξ) are both real, we have τ(ξ) = ξ
and τσ(ξ) = σ(ξ). This implies σ(ξ) = τσ(ξ) = σ2τ(ξ) = σ2(ξ) and thus that
σ(ξ) = ξ. As a consequence ξ is an element of L, fixed by Gal(L/Q), which in
turn tells us that ξ ∈ Q. The only algebraic units in Q are 1 and −1 which are
not hyperbolic. This gives us the contradiction.

A classification for small graphs

Using Corollary 6.6.15, we can check for a graph G whether nR(G, c) has an
Anosov rational form or not. This corresponds to whether the associated
simply connected Lie group N(G, c) admits a cocompact lattice Γ for which
the nilmanifold Γ\N(G, c) admits an Anosov diffeomorphism. In the following
tables, we give a list of all connected graphs for which nR(G, c) has an Anosov
rational form for some c > 1. We give this list for all graphs up to 6 vertices.
Note that one can use Proposition 6.6.22 and Proposition 6.6.24 to narrow down
the list of possible graphs. We refer to [Ber22] for a more exhaustive discussion
on the computation of this list.

For each graph G in the list, we also give its quotient graph G, the number of
rational forms of nR(G, c), the values of c > 1 for which the standard rational
form nQ(G, c) is Anosov and the values of c > 1 for which nR(G, c) has an Anosov
rational form. In the visual representation of the quotient graph, we omitted
the weight 1 on the vertices.
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1 if c ≤ 2 if c ≤ 2

∞ if c ≤ 3 if c ≤ 3

1 if c ≤ 3 if c ≤ 3

∞ no if c ≤ 4

1 if c ≤ 4 if c ≤ 4

1 if c ≤ 2 if c ≤ 2

1 if c ≤ 4 if c ≤ 4

Table 6.3: List of connected graphs G up to 5 vertices such that nR(G, c) has an
Anosov rational form for some c > 1.
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∞ no if c ≤ 3

∞ no if c ≤ 5

∞ no if c ≤ 2

1 if c ≤ 5 if c ≤ 5

∞ no if c ≤ 3

∞ no if c ≤ 3

∞ no if c ≤ 5

∞ if c ≤ 5 if c ≤ 5
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∞ no if c ≤ 2

∞ no if c ≤ 5

∞ no if c ≤ 3

1 if c ≤ 2 if c ≤ 2

∞ if c ≤ 3 if c ≤ 5

1 if c ≤ 3 if c ≤ 3

1 if c ≤ 5 if c ≤ 5

Table 6.4: List of connected graphs G on 6 vertices such that nR(G, c) has an
Anosov rational form for some c > 1.





Chapter 7

The R∞-property

In Chapter 6, we investigated the existence of Anosov automorphisms on rational
forms of nilpotent partially commutative Lie algebras. In Section 7.2 of this
chapter, we study the related problem of determining which (nilpotent) partially
commutative groups have the R∞-property, a property which finds its origin in
Nielsen fixed point theory. We prove that every non-abelian right-angled Artin
group has the R∞ property (see Theorem 7.2.4). For transposition-free graphs,
we prove that the two-step nilpotent quotient of the associated right-angled
Artin group has the R∞-property (see Theorem 7.2.2). In Section 7.3, we explore
the relation between the R∞-property and abstract commensurability within the
class of finitely generated torsion-free nilpotent groups which is joint work with
Maarten Lathouwers. In particular we construct groups from edge-weighted
graphs. Using this construction, we give the first known example of a pair of
abstractly commensurable torsion-free finitely generated nilpotent groups of
which one has the R∞-property and the other does not (see Example 7.3.29).
We begin this chapter with an introductory section on the R∞-property and on
how this property behaves with respect to nilpotent quotients of groups.

7.1 Definitions and preliminaries

Let G be a group. For any automorphism φ of G, one says x, y ∈ G are
φ-conjugate if and only if there exists an element z ∈ G such that x = zyφ(z)−1

and this is written as x ∼φ y. Being φ-conjugate defines an equivalence relation
on G. The equivalence classes are also called the twisted conjugacy classes of φ

221
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and we write
[x]φ = {y ∈ G | y ∼φ x}

for the twisted conjugacy class containing x. Note that if φ is the identity
automorphism, the twisted conjugacy classes are the ordinary conjugacy classes
in the group G.

The number of twisted conjugacy classes of an automorphism φ is called the
Reidemeister number of φ and is written as

R(φ) =
∣∣G/ ∼φ

∣∣ =
∣∣{[x]φ

∣∣ x ∈ G
}∣∣ .

Note that the Reidemeister number takes values in N0 ∪{∞}. The Reidemeister
spectrum of a group G is defined as the set

SpecR(G) = {R(φ) | φ ∈ Aut(G)},

consisting of all Reidemeister numbers of automorphisms of G.

Definition 7.1.1. A group G is said to have the R∞-property if for any
automorphism φ of G it holds that R(φ) = ∞.

The Reidemeister number finds its origin in Nielsen fixed point theory. Under
certain assumptions, the Reidemeister spectrum of the fundamental group of a
topological space X can give information about the number of fixed points of
homeomorphisms on X. For example, if the topological space is a nilmanifold
Γ\N and its fundamental group (which is isomorphic to Γ) has the R∞-property,
then every self-homeomorphism of Γ\N is homotopic to a map which has no
fixed points [Jia83] [Ano85].

The fundamental groups of nilmanifolds are exactly the finitely generated torsion-
free nilpotent groups (see Theorem 2.3.21). Nilpotent partially commutative
groups (see Section 4.2) fall under this class and are, among others, groups that
will be considered in sections 7.2 and 7.3. A natural question for these groups
is: how does the R∞-property behave with respect to the nilpotency class? The
following Lemma 7.1.2 and Corollary 7.1.3 are key observations in answering
this question. These observations can be found in several papers on twisted
conjugacy, for example in [GW09].

Lemma 7.1.2. Let G be a group and H a characteristic subgroup. If G/H has
the R∞-property, then so does G.

Proof. Assume G/H has the R∞-property. Let φ be any automorphism of
G. Since H is characteristic, we have that φ(H) = H and thus we obtain
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an induced automorphism φ : G/H → G/H : gH 7→ φ(g)H. Moreover, this
automorphism fits into the commutative diagram

G G

G/H G/H

φ

π π

φ

where π : G → G/H : g 7→ gH is the projection. Since G/H is assumed to have
the R∞-property, we know that R(φ) = ∞.

Assume that x, y ∈ G are φ-conjugate. Then there exists a third element z ∈ G
such that x = zyφ(z)−1. Applying π to both sides of this equation, we find that

π(x) = π
(
zyφ(z)−1) = π(z)π(y)π (φ(z))−1 = π(z)π(y)φ (π(z))−1

.

This implies that π(x) and π(y) are φ-conjugate in G/H. As a consequence, π
induces a surjective map:

π̂ :
(
G
/

∼φ

)
→
(

(G/H)
/

∼φ

)
: [x]φ 7→ [x]φ.

Hence, since R(φ) = ∞, we find that R(φ) = ∞. As φ is an arbitrary
automorphism of G, this shows that G has the R∞-property.

In particular, if we apply Lemma 7.1.2 to the lower central series, which consists
of characteristic subgroups, we obtain the following corollary.

Corollary 7.1.3. Let G be a group. If G/γi(G) has the R∞-property for some
positive integer i > 0, then G itself and the groups G/γj(G) for any integer
j ≥ i also have the R∞-property.

With this corollary in mind, the following definition was introduced in [DG16].

Definition 7.1.4. Let G be a group. The R∞-nilpotency index is the least
integer c such that G/γc+1(G) has the R∞-property. If no such integer exists,
then we say the R∞-nilpotency index is infinite.

The R∞-nilpotency index has been studied on free groups [DG14], surface
groups [DG16] and Baumslag-Solitar groups [DLG20]. In Section 7.2 we prove
that any non-abelian right-angled Artin group has the R∞-property and give
bounds for the R∞-nilpotency index.
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7.2 The R∞-property for RAAGs

This section is based on [Wit23].

Recall from Section 4.2 of Chapter 4 that we defined for any graph G = (V,E)
a finitely presented group

A(G) =
〈
V
∣∣∣ [v, w]; v, w ∈ V, {v, w} /∈ E

〉
,

called the (free) partially commutative group or right-angled Artin group
(RAAG), associated to G. The goal of this section is to study the R∞-property
and the R∞-nilpotency index for the groups A(G) for an arbitrary graph G.
Recall that we also defined for any non-empty graph G and any integer c > 1
the c-step nilpotent quotient of A(G) as

A(G, c) = A(G)
γc+1(A(G)) .

In [DS21] it was proven that A(G) has the R∞-property for certain subclasses
of graphs, among which the class of non-empty transvection-free graphs. Using
the notation from Section 4.1, a graph G = (V,E) is called transvection-free if
for any distinct vertices v, w ∈ V it does not hold that v ≺ w. Moreover, from
their proof it follows that the R∞-nilpotency index for such graphs is equal
to either 2 or 3. In Section 7.2.4 we improve this result by showing that the
R∞-nilpotency index is in fact equal to 2 and that this is true on the following
larger class of graphs.

Definition 7.2.1. A graph G = (V,E) is called transposition-free if for any
two distinct vertices v, w ∈ V , the transposition of v and w (leaving all other
vertices fixed) is not an automorphism of G.

Using the notation from Section 4.1, it follows that a graph is transposition-free
if and only if ∀v, w ∈ V with v ̸= w it does not hold that v ∼ w. Equivalently,
all coherent components are singletons. From this it is easy to see that being
transposition-free is a weaker assumption than being transvection-free since
v ∼ w ⇔ (v ≺ w ∧ v ≻ w). As mentioned before, in Section 7.2.4, we prove
the following result. Recall that a graph is said to be non-empty if its set of
edges is non-empty.

Theorem 7.2.2. If G is a non-empty transposition-free graph, then A(G) has
R∞-nilpotency index 2.

Using the fact that a graph with trivial automorphism group is also transposition-
free together with Theorem 4.1.11, we find immediately the following corollary.
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Corollary 7.2.3. The group A(G) has R∞-nilpotency index 2 for almost all
unlabelled graphs G.

Let G = (V,E) be a graph. Recall from Section 4.1 the definition of its associated
quotient graph G = (ΛG , E,Φ) where ΛG are the coherent components of G.
The R∞-nilpotency index strongly depends on the sizes of adjacent coherent
components in the quotient graph G. To this extend we define for any non-empty
graph G, the positive integers

ξ(G) = min
{

|λ| + |µ|
∣∣ λ, µ ∈ ΛG , {λ, µ} ∈ E

}
(7.1)

and
Ξ(G) = min

{
c(λ, µ)

∣∣ λ, µ ∈ ΛG , {λ, µ} ∈ E
}

(7.2)
where for any λ, µ ∈ ΛG :

c(λ, µ) =
{

max{2|λ| + |µ|, |λ| + 2|µ|} if λ ̸= µ

2|λ| if λ = µ.
(7.3)

Note that given an arbitrary graph G, these numbers are relatively easy to
compute as the time complexity is polynomial with respect to the number of
vertices. The main theorem of this section is then formulated as follows:

Theorem 7.2.4. If G is a non-empty graph, then A(G) has the R∞-property
with R∞-nilpotency index c satisfying

ξ(G) ≤ c ≤ Ξ(G).

Note that a graph G is transposition-free if and only if each coherent component
has size one. In this case, the above theorem thus tells us that a transposition-
free graph has R∞-nilpotency index c equal to 2 or 3. Therefore Theorem 7.2.2
is really a stronger statement than Theorem 7.2.4 in the transposition-free case.

As a second remark, note that the upper bound Ξ(G) is always less or equal
than 2r with r the number of vertices of the graph. We thus get that the
R∞-nilpotency index of A(G) is always less or equal than twice the number of
vertices of G.

It also agrees with the known result for free groups, which states that the
R∞-nilpotency index of a free group of finite rank at least 2 is equal to two
times its rank [DG14]. Indeed, the free group of rank r is isomorphic to A(G)
with G the complete graph on r vertices. This graph has only one coherent
component of size r and thus ξ(G) = Ξ(G) = 2r.

The proof of Theorem 7.2.4 is done using a Lie-theoretic approach. As discussed
in Section 4.3.2, any automorphism φ on A(G, c) = A(G)/γc+1(A(G)) induces
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a graded automorphism φ on the partially commutative nilpotent Lie algebra
nQ(G, c). An existing result establishes an equivalence between R(φ) = ∞ and
the occurence of an eigenvalue 1 for the Lie algebra automorphism φ.

First, the theory of linear algebraic groups is used to get the automorphism φ
into a ‘nice’ form without altering its eigenvalues. Specifically, some positive
power of this ‘nice’ automorphism becomes diagonal on the vertices. Next,
Lemma 4.6.13 along with the theory of partially commutative Lyndon words,
is used to construct an eigenvector with eigenvalue 1 as a folded Lie bracket
of eigenvectors in nC1 (G, c). This construction can be carried out for any edge
{λ, µ} ∈ E in the quotient graph G. The resulting eigenvector with eigenvalue 1
lies in the i-th subspace nCi (G, c), where i depends on the cardinalities of the
coherent components λ and µ. This dependence is encapsulated in the definition
of the number Ξ(G), as it is necessary that nCi (G, c) ̸= {0} (or equivalently c ≥ i)
for this eigenvector to be non-zero.

At last, let us give an example to make the reader more familiar with the
definitions of the numbers ξ(G) and Ξ(G).

Example 7.2.5. Let G = (V,E) be the graph determined by V =
{v1, v2, v3, v4, v5} and E = {{v1, v3}, {v2, v3}, {v3, v4}, {v3, v5}, {v4, v5}}, as
illustrated below.

v2

v1 v3

v5

v4

The coherent components are given by λ1 = {v1, v2}, λ2 = {v3} and
λ3 = {v4, v5}. The set of edges in the quotient graph is given by E =
{{λ1, λ2}, {λ2, λ3}, {λ3}} and the quotient graph can be drawn as follows.

λ1 λ2 λ3

We thus find that

ξ(G) = min{|λ1| + |λ2|, |λ2| + |λ3|, |λ3| + |λ3|}

= min{2 + 1, 1 + 2, 2 + 2} = 3
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and

Ξ(G) = min{2|λ1| + |λ2|, |λ2| + 2|λ3|, 2|λ3|}

= min{2 · 2 + 1, 1 + 2 · 2, 2 · 2} = 4.

By Theorem 7.2.4 we conclude that the R∞-nilpotency index of A(G) is either
3 or 4.

7.2.1 Notation and methodology

To prove the main results, we use a Lie theoretic approach. Recall from
Section 4.3.2 that for any field K one has a functor

LK : Grp → LieAlgK

which assigns to a group a graded Lie algebra by use of its lower central series.
The following lemma relates this functor with the R∞-property on finitely
generated nilpotent groups. It was stated in [DG14] as a generalization of
corollary 4.2 from [Rom11a].

Lemma 7.2.6. Let G be a finitely generated nilpotent group and φ ∈ Aut(G).
Then R(φ) = ∞ if and only if 1 is an eigenvalue of LC(φ).

Let G = (V,E) be a graph and c > 1. By equation (4.5), we have, for any field
K, a natural isomorphism

nK(G, c) ∼= LK (A(G, c)) ,

where nK(G, c) is the c-step nilpotent partially commutative Lie algebra (see
Section 4.2) and the isomorphism is induced by the identity on the vertices
of G. Moreover, the isomorphism preserves the grading on both Lie algebras.
Thus, we see that any automorphism φ of A(G, c) induces an automorphism
LK(φ) on LK(A(G, c)) which, under the above isomorphism, induces a graded
automorphism on nK(G, c), which we will write as φ for the remainder of
Section 7.2. We write φi ∈ GL(nKi (G, c)) for the linear map obtained by
restricting φ to nKi (G, c).

Hence, to prove Theorem 7.2.4, we need to show for any φ ∈ Aut(A(G, c))
that φ ∈ Aut(nC(G, c)) has an eigenvalue 1 if c ≥ Ξ(G) and does not have an
eigenvalue 1 if c < ξ(G). The fact that the automorphism φ is induced by
an automorphism of the group A(G, c) is reflected in the coefficients of the
characteristic polynomial of each φi. This is argued in the following remark.
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Remark 7.2.7. Let H be a finitely generated abelian group and write τ(H)
for its torsion subgroup (which is characteristic in H). Let the field K be of
characteristic 0. Then there is a natural isomorphism between H

τ(H) ⊗Z K and
H ⊗ZK. If f is an automorphism of H, it also induces an automorphism on the
free Z-module H/τ(H), which can be represented by a matrix in GL(n,Z) with
respect to some basis for H/τ(H). The induced linear map on H

τ(H) ⊗Z K ∼=
H ⊗Z K can therefore be represented by the same matrix and will thus have
a characteristic polynomial with integer coefficients and constant term equal
to ±1. Applying this to the abelian groups LKi (G) from above for a field K
of characteristic 0, we see that for all i > 0, φi is integer-like (see Definition
3.4.18).

Recall from Remark 4.6.5 that we have an isomorphism of linear algebraic
groups

πab : Autg
(
nK(G, c)

)
→ GK(G).

Thus, we can consider the inverse of this map which we will write as

ϖc : GK(G) → Autg
(
nK(G, c)

)
(7.4)

where we use the subscript c to emphasize the codomain of the map. Recall
from Theorem 4.6.6 and the discussion below it, that the linear algebraic group
GK(G) is given by the product

GK(G) := P (Aut(G)) ·

 ∏
λ∈ΛG

GL(spanK(λ))

 · UK(G)

where UK(G) is the unipotent radical of GK(G).

Remark 7.2.8. Let K be any subfield of C and g ∈ GK(G) a semi-simple
element, i.e. an element whose matrix w.r.t. the basis V is diagonalizable over
C. Then g lies in some linearly reductive subgroup (see Definition 4.5.14) of
the linear algebraic group GK(G). Note as well that

RK(G) := P (Aut(G)) ·
∏
λ∈ΛG

GL(spanK(λ))

is a linearly reductive subgroup of GK(G). Indeed, it suffices to show that its
Zariski-connected component at the identity is linearly reductive. This Zariski
connected component is equal to

∏
λ∈ΛG

GL(spanK(λ)). This group is linearly
reductive as it is a direct product of general linear groups, which are known to
be linearly reductive. The group RK(G) also has the property that

GK(G) ∼= RK(G) ⋉ UK(G),
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with UK(G) the unipotent radical of GK(G). Thus, Theorem 4.5.16 applies and
there exists an h ∈ GK(G) such that hgh−1 ∈ RK(G). In particular, this is
valid for K = Q which will be of use in the next section.

At last, let us mention that we will use standard cycle notation in the following
sections. Thus, for a finite set X and any distinct elements x1, x2, . . . , xk ∈ X,
we let (x1 . . . xn) denote the permutation in Perm(X) which is determined by

x1 7→ x2, . . . , xn−1 7→ xn, xn 7→ x1

and y 7→ y for all y ∈ X \ {x1, . . . , xn}.

7.2.2 Automorphisms with the same characteristic polynomial

The goal of this section is to find for any automorphism φ of the group A(G, c)
an automorphism f ∈ Autg(nC(G, c)) for which it is clear what the eigenvectors
and eigenvalues on nC1 (G, c) are and such that f and the induced automorphism
φ ∈ Autg(nC(G, c)) have the same characteristic polynomial. Moreover, the
fact that φ is integer-like (see Remark 7.2.7), will give us relations among the
eigenvalues of f on nC1 (G, c). At the end of the section, we also prove a corollary
of these results which says that any integer-like automorphism of the rational
Lie algebra nQ(G, c) has a characteristic polynomial which can be realized as
the characteristic polynomial of an automorphism of the group A(G, c).

Let G = (V,E) be a graph and fix an order on the vertices inside each coherent
component as λ = {vλ1, . . . , vλ|λ|}. For any integer n > 0, let In denote the
n × n identity matrix. For any k-cycle σ = (λ1 . . . λk) ∈ Perm(ΛG) on the
coherent components with |λ1| = . . . = |λk| = n and any B ∈ GL(n,K), we
define the linear map T (σ,B) ∈ GL(spanK(V )) as represented by the matrix B
if k = 1 and by the matrix 

0 B
In 0

. . . . . .
In 0


if k > 1 with respect to the ordered vertices

vλ11, . . . , vλ1n, vλ21, . . . , vλ2n, . . . , vλk1, . . . , vλkn

and by the identity on all other vertices. Let ψ ∈ Aut(G) be an automorphism
of the quotient graph with disjoint cycle decomposition ψ = σ1 ◦ . . . ◦ σd (where
1-cycles are not omitted) and write ni for the size of the coherent components
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in the cycle σi. Note that for any matrices Bi ∈ GL(ni,K), the linear map∏d
i=1 T (σi, Bi) is an element of GK(G).

Lemma 7.2.9. Let G = (V,E) be a graph and g ∈ GQ(G) a semi-simple integer-
like element. Then there exists a ψ ∈ Aut(G) with disjoint cycle decomposition
ψ = σ1 ◦ . . .◦σd (where 1-cycles are not omitted) and for each cycle σi consisting
of coherent components of size ni, an integral semi-simple matrix Bi ∈ GL(ni,Z)
such that g is conjugated to

∏d
i=1 T (σi, Bi) in GQ(G).

Proof. By Remark 7.2.8, there exists a ψ ∈ Aut(G) and a C ∈
∏
λ∈ΛG

GL(spanQ(λ))
such that g is conjugated to P (ψ)C in GQ(G). As a consequence, P (ψ)C is
also semi-simple and integer-like. Let ψ = σ1 ◦ . . . ◦ σd be a disjoint cycle
decomposition of ψ with σi = (λi1, . . . , λiki

) and |λi1| = . . . = |λiki
| = ni. For

any i ∈ {1, . . . , d}, define the subspaces Wi = spanQ(λi1 ∪ . . . ∪ λiki
). It follows

that each Wi is invariant under P (ψ)C. Define hi := (P (ψ)C)|Wi
. It follows

that for each i ∈ {1, . . . , d}, hi is semi-simple and using Lemma 6.1.4 that hi is
integer-like.

Note that for any λ ∈ {λi1, . . . , λiki} we have hi(spanQ(λ)) = spanQ(σi(λ)). As
a consequence we get that the set λi1 ∪hi(λi1)∪ . . .∪hki−1

i (λi1) is a basis for Wi.
Clearly, with respect to this basis, hi is represented by a matrix B̃i ∈ GL(ni,Q)
if ki = 1 and by the matrix 

0 B̃i
Ini

0
. . . . . .

Ini
0


if ki > 1 for some B̃i ∈ GL(ni,Q). This is equivalent to saying that P (ψ)C is
conjugated to

∏d
i=1 T (σi, B̃i) by an element of

∏
λ∈ΛG

GL(spanQ(λ)) ⊂ GQ(G).
Again, we have that each T (σi, B̃i)|Wi

is semi-simple and integer-like and the
same must hold for its ki’th power

(
T (σi, B̃i)|Wi

)ki which is represented by
the matrix diag(B̃i, . . . , B̃i) with respect to the basis λi1 ∪ . . . ∪ λiki

. We thus
get that B̃i is semi-simple and using Lemma 6.1.4 that B̃i is integer-like. As a
consequence, there exists a matrix Qi ∈ GL(ni,Q) such that

Bi := QiB̃iQ
−1
i ∈ GL(n,Z).

Clearly, Bi is also semi-simple. Define

Q ∈
∏
λ∈ΛG

GL(spanQ(λ)) ⊂ GQ(G)
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as represented by the matrix diag(Qi, . . . , Qi) with respect to the basis λi1 ∪
. . . ∪ λiki

on the subspace Wi for each i ∈ {1, . . . , d}. It is then straightforward
to check that

Q

(
d∏
i=1

T (σi, B̃i)
)
Q−1 =

d∏
i=1

T (σi, Bi).

We have thus proven that g is conjugated to
∏d
i=1 T (σi, Bi) in GQ(G) with

Bi ∈ GL(ni,Z) semi-simple.

For any cycle σ = (λ1 . . . λk) ∈ Perm(ΛG) consisting of coherent components
of size n and any n-tuple α = (α1, . . . , αn) ∈ (K∗)n we will use the shortened
notation

T (σ, α) = T (σ, diag(α1, . . . , αn)).

Figure 7.1: Visual representation of the map T (σ, α) for a 3-cycle σ consisting
of coherent components of size 3.

Let W denote the vector subspace of spanK(V ) spanned by the vertices in
λ1 ∪ . . . ∪ λk. For any non-zero complex number z = reiθ with r > 0 and
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0 ≤ θ < 2π, any positive integer s > 0 and any t ∈ {1, . . . , s}, we write the t-th
s-root of z as

Rst(z) := s
√
rei

θ+(t−1)2π
s .

The eigenvalues and corresponding eigenvectors of T (σ, α)|W are then given by

Rkj(αi) and w(σ, α)ij :=
k∑

m=1

vλmi

Rkj(αi)m
, (7.5)

respectively, with i ∈ {1, . . . , n} and j ∈ {1, . . . , k}.

Lemma 7.2.10. Let φ be an automorphism of A(G, c) and φ the induced
morphism on nC(G, c). There exists an automorphism ψ ∈ Aut(G) with
a disjoint cycle decomposition ψ = σ1 ◦ . . . ◦ σd (where 1-cycles are not
omitted) and for each cycle σi consisting of coherent components of size ni, an
element αi = (αi1, . . . , αini) ∈ (C∗)ni with

∏ni

j=1 αij = ±1 such that the Lie
algebra automorphisms ϖc

(∏d
i=1 T (σi, αi)

)
and φ have the same characteristic

polynomial.

Proof. First we will work over the field Q. With abuse of notation we let
φ also denote the induced automorphism on nQ(G, c). Let φ = φsφu be the
Jordan-Chevalley decomposition of φ into its semi-simple and unipotent part.
Note that φs has the same characteristic polynomial as φ. Since Autg(nQ(G, c))
is a linear algebraic group over a perfect field, we know that φs still lies in
Autg(nQ(G, c)). Since πab is a linear algebraic group isomorphism to GQ(G), we
have that πab(φs) ∈ GQ(G) is the semi-simple part of πab(φ). By Remark 7.2.7,
we know that πab(φ) is integer-like which implies that also πab(φs) is integer-
like. Applying Lemma 7.2.9 to πab(φs), we get an element h ∈ GQ(G), an
automorphism ψ ∈ Aut(G) with disjoint cycle decomposition ψ = σ1 ◦ . . . ◦ σd
and semi-simple matrices Bi ∈ GL(ni,Z) such that

hπab(φs)h−1 =
d∏
i=1

T (σi, Bi).

Since each Bi is semi-simple, there exists a matrix Qi ∈ GL(ni,C) and a tuple
αi = (αi1, . . . , αini

) ∈ (C∗)ni , such that QiBiQ−1
i = diag(αi1, . . . , αini

). Since
det(Bi) = ±1, it follows that

∏ni

j=1 αij = ±1.

As a consequence of Lemma 7.2.9, we can show that the characteristic polynomial
of any graded integer-like automorphism of nQ(G, c) can be realised as the
characteristic polynomial of an automorphism of the group A(G, c). First we
show some lemmas to construct this automorphism on A(G, c).
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Let G = (V,E) be a graph and ΛG the set of coherent components. For any
λ ∈ ΛG , we write GL(Z, λ) for the subgroup of GL(spanC(λ)) of linear maps
that are represented by a matrix in GL(|λ|,Z) with respect to the basis λ. As
before, we identify GL(Z, λ) with its corresponding subgroup in GL(spanK(V )).

Lemma 7.2.11. Let G = (V,E) be a graph with set of coherent components ΛG

and K a subfield of C. For any B ∈
(∏

λ∈ΛG
GL(Z, λ)

)
≤ GL(spanK(V )), there

exists an automorphism φ ∈ Aut(A(G, c)) such that the induced automorphism
φ ∈ Autg(LK(G, c)) satisfies πab(φ) = B.

Proof. Recall the ordering on the vertices inside each coherent component
λ = {vλ1, . . . , vλ|λ|}. We write B =

∏
λ∈ΛG

Bλ with Bλ ∈ GL(Z, λ). For any
λ ∈ ΛG , let (bλij)1≤i,j≤|λ| denote the matrices which represent the maps Bλ with
respect to the basis vλ1, . . . , vλ|λ|. Let F (V ) be the free group on the vertices V .
By the universal property of free groups, there exists a unique endomorphism
φ : F (V ) → F (V ) which satisfies

φ(vλi) =
|λ|∏
j=1

v
bλ

ji

λj

for any λ ∈ ΛG and i ∈ {1, . . . , |λ|}. Since A(G) is a quotient of F (V ), we
can compose φ with the quotient map to get a morphism φ̃ : F (V ) → A(G).
Now take any two distinct vertices vλi, vµi′ ∈ V such that {vλi, vµi′} /∈ E. By
Remark 4.1.6 it follows that for all 1 ≤ j ≤ |λ|, 1 ≤ j′ ≤ |µ| also {vλj , vµj′} /∈ E.
Thus vλj commutes with vµj′ in A(G) for any 1 ≤ j ≤ |λ|, 1 ≤ j′ ≤ |µ|. Using
this we find that

φ̃([vλi, vµi′ ]) = [φ̃(vλi), φ̃(vµi′)] =

 |λ|∏
j=1

v
bλ

ji

λj ,

|µ|∏
j′=1

v
bµ

j′i′

µj′

 = 1.

Since this holds for arbitrary distinct vertices vλi, vµi′ ∈ V , we find that φ̃
induces an endomorphism on A(G) and thus also an endomorphism on A(G, c)
which we call φ. It is straightforward to verify that πab(φ) = B. Thus, the
endomorphism induced by φ on the abelianization of A(G, c) is invertible. Since
A(G, c) is nilpotent, this implies that φ is itself an automorphism of A(G, c).

We can generalize Lemma 7.2.11 to the following:

Lemma 7.2.12. Let G = (V,E) be a graph and K a subfield of C. Let
ψ ∈ Aut(G) be a quotient graph automorphism with disjoint cycle decomposition
ψ = σ1 ◦ . . .◦σd (where 1-cycles are not omitted) and for each cycle σi consisting
of coherent components of size ni, take any matrix Bi in GL(ni,Z). There
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exists an automorphism φ ∈ Aut(A(G, c)) such that the induced automorphism
φ ∈ Aut(LK(G, c)) satisfies πab(φ) =

∏d
i=1 T (σi, Bi).

Proof. Note that any graph automorphism θ ∈ Aut(G) naturally induces a
group automorphism on A(G) and thus also on A(G, c). They are part of the so
called elementary Nielsen automorphisms in the partially commutative setting,
see [Ser89]. Now take θ = r(ψ), i.e. θ(vλi) = vψ(λ)i for any λ ∈ ΛG and
i ∈ {1, . . . , |λ|} and let φ1 be the automorphism on A(G, c) that it induces. It
is not hard to verify that

B := πab(φ1)−1 ·
d∏
i=1

T (σi, Bi)

is an element of
∏
λ∈ΛG

GL(λ,Z). Thus by Lemma 7.2.11, there exists an
automorphism φ2 of A(G, c) such that πab(φ2) = B. From this it follows that
the automorphism φ = φ1 ◦ φ2 satisfies

πab(φ) = πab(φ1) ◦ πab(φ2) = πab(φ1) ◦B =
d∏
i=1

T (σi, Bi).

This completes the proof.

We are now ready to prove the corollary which can be seen as a sort of converse
to what is stated in Remark 7.2.7.

Corollary 7.2.13. Let ϕ be any graded integer-like automorphism of nQ(G, c).
Then there exists an automorphism φ of A(G, c) such that its induced
automorphism φ on nQ(G, c) has the same characteristic polynomial as ϕ.

Proof. Let g be the semi-simple part of πab(ϕ). Applying Lemma 7.2.9 to g,
we find that g is conjugated in GQ(G) to

∏d
i=1 T (σi, Bi) where ψ ∈ Aut(G)

with disjoint cycle decomposition ψ = σ1 ◦ . . . ◦ σd and Bi ∈ GL(ni,Z). By
Lemma 7.2.12 there exists an automorphism φ of A(G, c) such that πab(φ) =∏d
i=1 T (σi, Bi). We thus see that the semi-simple part of πab(ϕ) is conjugated

to πab(φ), but since πab : Autg(nQ(G, c)) → GL(spanQ(V )) is a linear algebraic
group isomorphism the same must hold for ϕ and φ, i.e. the semi-simple part
of ϕ is conjugated to φ. This shows that ϕ and φ have the same characteristic
polynomial and completes the proof.
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7.2.3 Non-zero Lie brackets in nC(G, c)

In this section we prove a result that, for a given subset W ⊂ spanC(V ) satisfying
certain assumptions, allows one to construct folded Lie brackets of elements
in W which are non-zero in nC(G, c). We use the same notation as introduced
in Section 4.4. Recall that for any subset W ⊂ nC(G, c) we have an evaluation
map

ϕcW : BW(W ) → nC(G, c)
where we use the superscript c to emphasize the codomain of this map.

Define the set of weights on V with sum at most c as

E(V, c) =
{
e : V → N

∣∣∣∣∣ ∑
v∈V

e(v) ≤ c

}
. (7.6)

The next Lemma follows immediately from combining Lemma 4.6.10 and
Theorem 4.4.8.

Lemma 7.2.14. Let G = (V,E) be a graph, c > 1 an integer and e ∈ E(V, c) a
weight. If | supp(e)| ≥ 2 and supp(e) is connected, then there exists a bracket
word b ∈ BW(V ) of weight e such that ϕcV (b) is non-zero.

As a vector space, nC(G, c) can be written as a direct sum according to the
weights of bracket words in V as follows:

nC(G, c) =
⊕

e∈E(V,c)

spanC ({ϕcV (b) | b ∈ BW(V ) of weight e}) . (7.7)

Using this decomposition, we can prove the following generalization of
Lemma 7.2.14.

Lemma 7.2.15. Let G = (V,E) be a graph and A ⊂ V a connected subset with
|A| ≥ 2. Let W ⊂ spanC(V ) ⊂ nC(G, c) be a finite set of vectors such that there
exists a surjective map κ : W → A which satisfies

∀w ∈ W : w ∈ spanC(κ(w) ∪ (V \A)) and w /∈ spanC(V \A).

For any weight e ∈ E(W, c) with supp(e) = W , there exists a bracket word
b ∈ BW(W ) of weight e such that ϕcW (b) is non-zero.

Proof. Note that the map κ : W → A induces a map on bracket words κ :
BW(W ) → BW(V ) defined inductively by κ(w) = κ(w) if w is a bracket word
of length 1 (and thus an element of W ), and κ([b1, b2]) = [κ(b1), κ(b2)] for
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any b1, b2 ∈ BW(W ). From the weight e : W → N we define a new weight
ẽ ∈ E(V, c) by

ẽ : V → N : a 7→

{∑
w∈κ−1(a) e(w) if a ∈ A

0 else.

From the fact that supp(e) = W and that κ is surjective, it follows that
supp(ẽ) = A. Using Lemma 7.2.14, there exists a bracket word b̃ ∈ BW(V ) with
weight ẽ, such that ϕcV (b̃) ∈ nC(G, c) is non-zero. By the way we constructed ẽ
from e, it is clear that one can choose a bracket word b ∈ BW(W ) such that
κ(b) = b̃ and such that b has weight e.

For each w ∈ W , let fw : V → C denote the unique function such that
w =

∑
v∈V fw(v)v, thus fw expresses the coordinates of w with respect to V .

From the assumption on κ, it is clear that for any w ∈ W we have

w = fw(κ(w))κ(w) +
∑

v∈V \A

fw(v)v

with fw(κ(w)) ̸= 0. Using the linearity of the Lie bracket in nC(G, c), we can
thus rewrite the element ϕW (b) as a sum

ϕcW (b) =
( ∏
w∈W

fw(κ(w))e(w)

)
· ϕcV (b̃) +

∑
d∈D

ad · ϕcV (d)

for some coefficients ad ∈ C and a subset D ⊂ BW(V ) of bracket words in
V each having a weight with support not contained in A. In particular, each
d ∈ D has weight not equal to ẽ, the weight of b̃. Using the vector space direct
sum decomposition of nC(G, c) as given in (7.7) and the fact that fw(κ(w)) ̸= 0
for all w ∈ W and ϕcV (b̃) ̸= 0, it follows that ϕcW (b) is non-zero.



THE R∞-PROPERTY FOR RAAGS 237

Figure 7.2: A visualization of the condition on the support of the vectors
wi ∈ W from Lemma 7.2.15. The map κ maps a vector wi to the unique vertex
in the intersection of A with the support of wi.

In Section 7.2.5 we will apply the above lemma to a subset W of eigenvectors
of the automorphism ϖc(T (σ1, α1) · . . . · T (σd, αd)), namely a subset of the
eigenvectors w(σ, α)ij from equation (7.5). This will give us a tool for
constructing an eigenvector with eigenvalue 1.

7.2.4 Transposition-free graphs

In this section we prove Theorem 7.2.2. This is an improvement to a result
in [DS21], where it is proven (although not stated as a theorem) that the R∞-
nilpotency index of the RAAGs associated to the smaller class of non-empty
transvection-free graphs is less than or equal to 3. Note that the author uses the
opposite convention to define RAAGs, namely that adjacent vertices commute.

Let G = (V,E) be a non-empty transposition-free graph. This is equivalent with
saying that all its coherent components are singletons and that G has at least
2 vertices. In this case, the graph G and its quotient graph G are essentially
the same and we get a natural identification Aut(G) ∼= Aut(G), which we use in
what follows.
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Applying Lemma 7.2.10 to G for any c > 1, we find that for any automorphism
φ of A(G, c), there exists a graph automorphism ψ ∈ Aut(G) ∼= Aut(G) with
disjoint cycle decomposition

ψ = σ1 ◦ . . . ◦ σd, σi = (vi1vi2 . . . viki)

where vij ∈ V and there exist α1, . . . , αd ∈ {−1, 1} such that the induced
automorphism φ ∈ Autg(nC(G, c)) has the same characteristic polynomial as
the automorphism ϖc

(∏d
i=1 T (σi, αi)

)
where the maps T (σi, αi) have matrix

representation (±1) if ki = 1 and
0 ±1
1 0

. . . . . .
1 0


if ki > 1 with respect to the basis vi1, vi2, . . . , viki

. Combining this with Lemma
7.2.6, we find that in order to prove Theorem 7.2.2, it suffices to show that
θ := π−1

2

(∏d
i=1 T (σi, αi)

)
has an eigenvector with eigenvalue 1. In the following

cases, we can always write down such an eigenvector.

C1. There exists an index i ∈ {1, . . . , d} such that αi = 1. Then it is clear
that vi1 + . . .+ viki ∈ nC1 (G, 2) is an eigenvector with eigenvalue 1.

C2. There exists indices i ∈ {1, . . . , d}, s, t ∈ {1, . . . , ki} such that αi = −1
and {vis, vit} ∈ E. Depending on whether ki = 2|s− t| or not, the vector

ki/2∑
m=1

[θm(vis), θm(vit)] or
ki∑
m=1

[θm(vis), θm(vit)] ,

respectively, will be an eigenvector with eigenvalue 1 in nC2 (G, 2).

C3. There exist indices i, j ∈ {1, . . . , d}, s ∈ {1, . . . , ki}, t ∈ {1, . . . , kj} such
that αi = αj = −1, {vis, vjt} ∈ E and lcm(ki, kj)

(
1
ki

+ 1
kj

)
is even. Then

the vector
lcm(ki,kj)∑
m=1

[θm(vis), θm(vjt)]

will be an eigenvector with eigenvalue 1 on nC2 (G, 2).

In [DS21], the authors consider some other cases where an eigenvector with
eigenvalue one is constructed on nC3 (G, c). In what follows, we will exploit the
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fact that the graph is assumed to be non-empty transposition-free to show that
at least one of the cases C1., C2. or C3. is always true. This is formulated in
Proposition 7.2.17 and thus proves Theorem 7.2.2 from the introduction.

First, we prove the following lemma which tells us something about the
neighbours of vertices lying in the same cycle of an automorphism ψ ∈ Aut(G).
Recall the definition of the open neighbourhood N(v) of a vertex v ∈ V from
Section 4.1.

Lemma 7.2.16. Let G be a graph and ψ ∈ Aut(G) a graph automorphism with
disjoint cycle decomposition ψ = σ1 ◦ σ2 ◦ . . . ◦ σd, where σi = (vi1 vi2 . . . viki).
For any i, j ∈ {1, . . . , d}, s, t ∈ {1, . . . , ki} it holds that if gcd(ki, kj) | (s − t),
then N(vis) ∩ Vj = N(vit) ∩ Vj where Vj denotes the set of vertices in the cycle
σj.

Proof. Assume gcd(ki, kj) | (s− t). It follows by the theorem of Bachet-Bézout,
that there exist integers α, β ∈ Z such that αki+ t− s = βkj . Take an arbitrary
vertex w ∈ N(vis) ∩ Vj . By definition we have that {vis, w} ∈ E. Since ψ is a
graph automorphism we have as well that {ψαki+t−s(vis), ψβkj (w)} ∈ E. Using
the cycle decomposition of ψ, we get the equality {ψαki+t−s(vis), ψβkj (w)} =
{vit, w}. This shows that w ∈ N(vit) and thus that N(vis) ∩ Vj ⊆ N(vit) ∩ Vj .
This finishes the proof since the other inclusion is analogous .

Using the above lemma we can prove our main structural result on a graph and
the cycle decomposition of one of its automorphisms.

Proposition 7.2.17. Let G be a non-empty transposition-free graph and ψ ∈
Aut(G) with disjoint cycle decomposition ψ = σ1 ◦ σ2 ◦ . . . ◦ σd, where σi =
(vi1 vi2 . . . viki). Then at least one of the following is true:

(i) ∃ i ∈ {1, . . . , d}, s, t ∈ {1, . . . , ki} : {vis, vit} ∈ E.

(ii) ∃ i, j ∈ {1, . . . , d}, s ∈ {1, . . . , ki}, t ∈ {1, . . . , kj} : i ̸= j, {vis, vjt} ∈ E

and lcm(ki, kj) ·
(

1
ki

+ 1
kj

)
is even.

Proof. We prove this statement by contradiction. Assume both (i) and (ii) do
not hold. Let us define for any i ∈ {1, . . . , d} the set of indices

Ψ(i) = {j ∈ {1, . . . , d} \ {i} | ∃s ∈ {1, . . . , ki}, t ∈ {1, . . . , kj}, {vis, vjt} ∈ E}.

From the assumption that (ii) does not hold, it follows immediately that for
any j ∈ Ψ(i) the integer lcm(ki, kj) ·

(
1
ki

+ 1
kj

)
is odd. We can write each cycle
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length ki uniquely as ki = 2eimi with ei ∈ N, mi ∈ N \ {0} and 2 ∤ mi. Now
suppose that j ∈ Ψ(i) and that ei = ej . We then have that

lcm(ki, kj) ·
(

1
ki

+ 1
kj

)
= lcm(ki, kj)

ki
+ lcm(ki, kj)

kj

= 2ei lcm(mi,mj)
2eimi

+ 2ei lcm(mi,mj)
2eimj

= lcm(mi,mj)
mi

+ lcm(mi,mj)
mj

is even, since both summands lcm(mi,mj)/mi and lcm(mi,mj)/mj are odd.
Clearly this contradicts the assumption and thus we must conclude that for any
j ∈ Ψ(i), ei ̸= ej .

Take any i ∈ {1, . . . , d} for which Ψ(i) is non-empty and suppose that ej < ei for
any j ∈ Ψ(i). Then we get for any j ∈ Ψ(i) that gcd(ki, kj) = 2ej gcd(mi,mj)
which divides 2ei−1mi = ki/2. By Lemma 7.2.16 we thus have for any j ∈ Ψ(i)
that N(vi1) ∩ Vj = N(viri) ∩ Vj where we write ri := 1 + ki/2. Note that by
the definition of Ψ(i), we also have that N(vi1) ∩ Vj = ∅ = N(viri

) ∩ Vj for
any j ∈ {1, . . . , d} \ (Ψ(i) ∪ {i}). At last, we also find that N(vi1) ∩ Vi = ∅ =
N(viri

) ∩ Vi as a consequence of the assumption that condition (i) does not
hold. Since {Vi | 1 ≤ i ≤ d} is a partition of V , we can combine these equalities
to get N(vi1) = N(viri) which contradicts the fact that G is transposition-free.
Therefore we must have that if Ψ(i) is non-empty, then there exists a j ∈ Ψ(i)
such that ej > ei.

Since G is not the empty graph and since we assume that (i) does not hold, we
must have that there exists an i0 ∈ {1, . . . , d} such that Ψ(i0) is non-empty. By
the above, we know that there is an index i1 ∈ Ψ(i0) such that ei1 > ei0 . Note
that Ψ(i1) is also non-empty since i0 ∈ Ψ(i1). We can repeat the argument to
find an index i2 ∈ Ψ(i1) such that ei2 > ei1 . If we keep repeating this process,
we clearly get a contradiction since the set {ei | i ∈ {1, . . . , d}} is finite.

The above proves that if a graph G is transposition-free and has more than
one vertex, then A(G) has R∞-nilpotency index 2. The converse does not hold.
Indeed, consider the graph on four vertices as drawn below.

v2

v3v4

v1
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This graph is clearly not transposition-free, since the transposition of v2 with
v3 is a graph automorphism, but A(G, 2) does have the R∞-property. This is
not so hard to prove using Lemma 7.2.10. For an actual proof, we also refer to
[DL23] (where we note that the authors use the opposite convention to define a
RAAG). This raises the following question.

Question 7.2.18. For which graphs G does A(G) have R∞-nilpotency index
equal to 2?

7.2.5 Bounds on the R∞-nilpotency index of a RAAG

In this section we prove Theorem 7.2.4. We divide the proof into two parts.
The first part deals with the lower bound ξ(G) and the second with the upper
bound Ξ(G) as defined by equations (7.1) and (7.2), respectively.

Lower bound

First, we show the existence of finitely many polynomials of arbitrary degree for
which certain products of their roots are not equal to one. These polynomials
will then be used to construct automorphisms on A(G, c) with finite Reidemeister
number. A useful tool to construct these polynomials are the so called Pisot
units. A Pisot number is a real algebraic integer greater than one such that all
its conjugates have absolute value stricly less than one. A Pisot unit is a Pisot
number which is also an algebraic unit, i.e. an algebraic integer for which the
constant term of its minimal polynomial over Q is equal to ±1. A proof of the
following fact can be found in Lemma 2.7. of [DG14] and in Proposition 3.6.(3)
of [Pay09].

Lemma 7.2.19. Let α1 be a Pisot unit with conjugates α2, . . . , αd. For any
e = (e1, . . . , ed) ∈ Zd it holds that if

∏d
i=1 α

ei
i = 1 then e1 = . . . = ed.

We can now prove the following existence result.

Lemma 7.2.20. Let n > 0, c > 1 and d1, . . . , dn > 0 be any positive integers.
There exist monic irreducible polynomials p1(X), . . . , pn(X) ∈ Z[X] of degree
d1, . . . , dn, respectively, such that if αi1, . . . , αidi ∈ C denote the the zeros of
pi(X), the following are true:

(i) ∀ i ∈ {1, . . . , n} : αi1 · . . . · αidi
= −1,
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(ii) ∀e = (e11, . . . , e1d1 , e21, . . . , e2d2 , . . . , en1, . . . , endn
) ∈ (N)d1+...+dn with∑n

i=1
∑di

j=1 eij ≤ c:

n∏
i=1

di∏
j=1

α
eij

ij = 1 ⇒ ( ∀i ∈ {1, . . . , n} : ei1 = . . . = eidi ) .

Proof. From Lemma 2.7. in [DG14], it follows that for all i ∈ {1, . . . , n}, there
exists a monic Q-irreducible polynomial qi(X) ∈ Z[X] of degree di such that if
βi1, . . . , βidi

denote its roots, we have βi1·. . .·βidi
= −1 and βi1 is a Pisot number.

Next, for any e = (e11, . . . , e1d1 , e21, . . . , e2d2 , . . . , en1, . . . , endn) ∈ (N)d1+...+dn

define the map

φe : Zn → C∗ : (k1, . . . , kn) 7→
n∏
i=1

di∏
j=1

(
βki
ij

)eij

,

which is a group morphism between the additive group Zn and the multiplicative
group C∗ = C \ {0}. The kernel ker(φe) is a free abelian subgroup of Zn, with
rank less or equal to n. Assume that rank(ker(φe)) = n. Take any i ∈ {1, . . . , n}.
Then there exists a ki ∈ Z such that the element (0, . . . , 0, ki, 0, . . . , 0), where
the non-zero element is on the i-th entry, lies in ker(φe). We thus have that
di∏
j=1

(
βki
ij

)eij

= 1. Note that βki
i1 is still a Pisot number with conjugates

βki
i2 , . . . , β

ki

idi
. By Lemma 7.2.19 we thus have that ei1 = . . . = eidi

. Since
i was chosen arbitrarily, we get ∀i ∈ {1, . . . , n} : ei1 = . . . = eidi

. This proves
that for any e ∈ Zd1+...+dn with ¬(∀i ∈ {1, . . . , n} : ei1 = . . . = eidi

) the kernel
ker(φe) has rank strictly less than n. As a consequence

H =
{

ker(φe)
∣∣∣∣ e ∈ (N)d1+...+dn : ¬(∀i ∈ {1, . . . , n} : ei1 = . . . = eidi)

and
∑n
i=1
∑di

j=1 eij ≤ c

}
is a finite collection of subgroups of Zn of rank strictly less than n. It follows
that we can find an element m = (m1, . . . ,mn) ∈ Zn such that m /∈

⋃
H∈H H

and such that each integer mi is odd. For each i ∈ {1, . . . , n}, we then define
the polynomial

pi(X) = (X − βmi
i1 ) · . . . · (X − βmi

idi
).

As one can check, these polynomials satisfy all requirements of the lemma.

We also need the following result which was proven in Proposition 3.7.
from [DW23a] and tells us what the eigenvalues are of an automorphism
φ ∈ Aut(nC(G, c)) which is diagonal on the vertices V . Recall the notation
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E(V, c) as introduced in Section 7.2.3 and Proposition 4.6.14 from Section 4.6.3
which we reformulate below.

Proposition 7.2.21. Let G be a graph and c > 1. Let φ ∈ Aut(nC(G, c)) be a
vertex-diagonal automorphism, i.e. an automorphism such that there exists a
function Ψ : V → C∗ with ∀v ∈ V : φ(v) = Ψ(v)v. The set of eigenvalues of φ
is equal to

Ψ(V ) ∪

{∏
v∈V

Ψ(v)e(v)

∣∣∣∣∣ e ∈ E(V, c), | supp(e)| ≥ 2,
supp(e) is connected in G

}
.

We are now ready to prove the lower bound on the R∞-nilpotency index of
A(G) of which we recall the definition:

ξ(G) = min
{

|λ| + |µ|
∣∣ λ, µ ∈ ΛG , {λ, µ} ∈ E

}
.

Theorem 7.2.22. Let G be a non-empty graph. The group A(G, ξ(G) − 1) does
not have the R∞-property.

Proof. Let G = (ΛG , E,Φ) be the quotient graph of G and write c = ξ(G) − 1.
Using Lemma 7.2.20, we can find for any λ ∈ ΛG a monic irreducible polynomial
pλ(X) ∈ Z[X] of degree |λ| with eigenvalues αλ1, . . . , αλ|λ| such that αλ1 · . . . ·
αλ|λ| = −1 and ∀eλi ∈ N with

∑
λ∈λ

∑|λ|
j=1 eλj ≤ c :

∏
λ∈ΛG

|λ|∏
j=1

α
eλj

λj = 1 ⇒
(
∀λ ∈ ΛG : eλ1 = . . . = eλ|λ|

)
.

Recall that we fixed an ordering of the vertices in each coherent component λ =
{vλ1, . . . , vλ|λ|}. For each λ ∈ ΛG , let Bλ ∈ GL(Z, λ) be the linear map such that
its matrix representation w.r.t. the basis vλ1, . . . , vλ|λ| is given by the companion
matrix of pλ(X). This gives an element B =

∏
λ∈ΛG

Bλ in
∏
λ∈ΛG

GL(Z, λ).
By Lemma 7.2.11, there exists an automorphism φ ∈ Aut(A(G, c)) such that,
if φ ∈ Autg(nC(G, c)) denotes the induced automorphism on the Lie algebra,
πab(φ) = B. Equivalently we have ϖc(B) = φ. Note that, by Lemma 7.2.6, if
ϖc(B) = φ does not have an eigenvalue equal to 1, the Reidemeister number of
φ is not equal to ∞ and thus A(G, c) does not have the R∞-property. Let us
prove by contradiction that this is indeed the case.

Assume ϖc(B) has an eigenvalue equal to one. Note that companion matrices are
diagonalizable and thus that for each λ ∈ ΛG there exists a Qλ ∈ GL(spanC(λ))
such that the matrix representation of QλBλQ−1

λ w.r.t. the basis vλ1, . . . , vλ|λ|
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is given by diag(αλ1, . . . , αλ|λ|). It follows that

D := ϖc


 ∏
λ∈ΛG

Qλ

B

 ∏
λ∈ΛG

Qλ

−1


is an automorphism of nC(G, c) which is diagonal on the vertices and which has
the same eigenvalues as ϖc(B). We thus have that D has an eigenvalue equal
to one. Note that this eigenvalue can not occur on spanC(V ) since αλj ̸= 1 for
all λ ∈ ΛG and j ∈ {1, . . . , |λ|}. By Lemma 7.2.21 above, there must therefore
exist eλj ∈ N such that

s :=
∑
λ∈ΛG

|λ|∑
j=1

eλj ≤ c,
∏
λ∈ΛG

|λ|∏
j=1

α
eλj

λj = 1

and the set A := {vλj | λ ∈ ΛG , 1 ≤ j ≤ |λ|, eλj ̸= 0} has size greater or equal
to two and is connected in G. From the properties of the polynomials pλ(X),
we have for each λ ∈ ΛG that eλ1 = . . . = eλ|λ|. As a consequence A is equal to
a union of coherent components. This gives two cases:

• If there is only one coherent component in this union, say A = λ ∈ ΛG ,
then it follows from A being connected, that {λ} ∈ E. From the definition
of ξ(G) we thus have that ξ(G) ≤ 2|λ|. We must also have that eλ1 =
. . . = eλ|λ| are even integers since αλ1 · . . . ·αλ|λ| = −1. We thus have that
2|λ| ≤ s which implies ξ(G) ≤ 2|λ| ≤ s. This gives a contradiction with
s ≤ c = ξ(G) − 1.

• If, on the other hand, A contains more than one coherent component, then
there must exist λ, µ ⊂ A with λ ̸= µ and {λ, µ} ∈ E since A is connected.
We thus have that ξ(G) ≤ |λ| + |µ| ≤ s, which again contradicts the fact
that s ≤ c = ξ(G) − 1.

Thus, we must conclude that ϖc(B) = φ does not have an eigenvalue equal to
one.

Upper bound

For the upper bound (see (7.2) for the definition), one has to show that if c = Ξ(G)
then for each automorphism φ ∈ Aut(A(G, c)), the induced automorphism
φ ∈ Autg(nC(G, c)) has an eigenvalue one. We will construct such an eigenvalue
1 as a product of eigenvalues of φ on nC1 (G, c). If one wants the corresponding
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eigenvector in nCi (G, c) with i as small as possible, one needs to solve the following
problem: given two positive integers k, l and elements α, β ∈ {−1, 1}, how can
we obtain 1 as a product of k-roots of α and l-roots of β with the least factors
as possible, where we do need to take at least one k-root of α and one l-root of
β.

The answer, of course, depends on the integers k, l, α, β, but as it turns out,
one always needs either 2 or 3 factors. In case α = β = 1, the problem is trivial.
Since 1 is a k-root of α and 1 is an l-root of β, one needs only two factors:
1 · 1 = 1. The cases α = β = −1 and α = −1, β = 1 are less trivial and are
treated in the following two lemmas.

Recall that we defined the roots of unity

Rst(z) := s
√
rei

θ+(t−1)2π
s

for any non-zero complex number z = reiθ with r > 0 and 0 ≤ θ < 2π and any
positive integers s > 0 and t ∈ {1, . . . , s}.

Lemma 7.2.23. Take any positive integers k, l > 0 and write M = lcm(k, l).
Then the following are true:

(i) There exist integers s ∈ {1, . . . , k} and t ∈ {1, . . . , l} such that

Rks(1) ·Rlt(1) = 1.

(ii) If M ·
( 1
k + 1

l

)
is even, then there exist integers s ∈ {1, . . . , k} and t ∈

{1, . . . , l} such that
Rks(−1) ·Rlt(−1) = 1.

(iii) If M/k is odd and M/l is even, then there exist integers s, r ∈ {1, . . . , k}
and t ∈ {1, . . . , l} such that

Rks(−1) ·Rkr(−1) ·Rlt(−1) = 1.

Proof. Statement (i) is trivial, namely take s = t = 1. For (ii), note that M/k
and M/l are coprime and thus by the Theorem of Bachet-Bézout, there exist
integers s, t ∈ Z such that

M

k
+ M

l
+ 2

(
(s− 1)M

k
+ (t− 1)M

l

)
≡ 0 mod 2M,

where we used the assumption that M/k + M/l is even. Moreover, since
the equation is modulo 2M , it is clear that we can take s, t such that s ∈



246 THE R∞-PROPERTY

{1, . . . , k} and t ∈ {1, . . . , l}. Dividing the left-hand side by M , we thus find
that 1

k + 1
l + 2(s−1)

k + 2(t−1)
l = 2s−1

k + 2t−1
l is an even integer. From this it

follows that

Rks(−1) ·Rlt(−1) = ei( π
k +(s−1) 2π

k )ei( π
l +(t−1) 2π

l ) = eiπ( 2s−1
k + 2t−1

l ) = 1.

For (iii), note that M/k and M/l are coprime and thus by the Theorem of
Bachet-Bézout, there exist integers s, r, t ∈ Z such that

2M
k

+ M

l
+ 2

(
(s+ r − 2)M

k
+ (t− 1)M

l

)
≡ 0 mod 2M,

where we used the assumption that M/l is even. Moreover, since the equation
is modulo 2M , it is clear that we can take s, r, t such that s, r ∈ {1, . . . , k} and
t ∈ {1, . . . , l}. Dividing the left-hand side by M , we thus find that 2

k + 1
l +

2(s+r−2)
k + 2(t−1)

l = 2s+2r−2
k + 2t−1

l is an even integer. From this it follows that

Rks(−1) ·Rkr(−1) ·Rlt(−1) = ei( π
k +s 2π

k )ei( π
k +r 2π

k )ei( π
l +t 2π

l )

= eiπ( 2s+2r−2
k + 2t−1

l ) = 1.

Lemma 7.2.24. Take any positive integers k, l > 0 and write M = lcm(k, l).
Then the following are true:

(i) If M/k is even, then then there exist integers s ∈ {1, . . . , k} and t ∈
{1, . . . , l} such that

Rks(−1) ·Rlt(1) = 1.

(ii) If M/k is odd, then then there exist integers s, r ∈ {1, . . . , k} and t ∈
{1, . . . , l} such that

Rks(−1) ·Rkr(−1) ·Rlt(1) = 1.

Proof. For (i), note that M/k and M/l are coprime and thus by the Theorem
of Bachet-Bézout, there exist integers s, r, t ∈ Z such that

M

k
+ 2

(
(s− 1)M

k
+ (t− 1)M

l

)
≡ 0 mod 2M,

where we used the assumption that M/k is even. Moreover, since the equation
is modulo 2M , it is clear that we can take s, t such that s ∈ {1, . . . , k} and
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t ∈ {1, . . . , l}. Dividing the left-hand side by M , we thus find that 1
k + 2(s−1)

k +
2(t−1)
l = 2s−1

k + 2t−2
l is an even integer. From this it follows that

Rks(−1) ·Rlt(1) = ei( π
k +(s−1) 2π

k )ei(t−1) 2π
l = eiπ( 2s−1

k + 2t−2
l ) = 1.

For (ii), note that M/k and M/l are coprime and thus by the Theorem of
Bachet-Bézout, there exist integers s, r, t ∈ Z such that

2M
k

+ 2
(

(s+ r − 2)M
k

+ (t− 1)M
l

)
≡ 0 mod 2M.

Moreover, since the equation is modulo 2M , it is clear that we can take s, r, t
such that s, r ∈ {1, . . . , k} and t ∈ {1, . . . , l}. Dividing the left-hand side by M ,
we thus find that 2

k + 2(s+r−2)
k + 2(t−1)

l = 2s−2r−2
k + 2t−2

l is an even integer.
From this it follows that

Rks(−1) ·Rkr(−1) ·Rlt(1) = ei( π
k +(s−1) 2π

k )ei( π
k +(r−1) 2π

k )ei(t−1) 2π
l

= eiπ( 2s−2r−2
k + 2t−2

l ) = 1.

In combination with the two preceding lemmas, the next lemma gives us an
answer to a more general problem: given integers k, l, n,m > 0 and complex

numbers α1, . . . , αn, β1, . . . , βm ∈ C∗ with
n∏
i=1

αi = ±1 and
m∏
i=1

βi = ±1, how

can we obtain 1 as a product of k-roots of the numbers αi and l-roots of the
numbers βi, with as little factors as possible, but with at least one k-root of αi
for any i ∈ {1, . . . , n} and at least one l-root of βi for any i ∈ {1, . . . ,m}.
Lemma 7.2.25. Let n > 0, k > 0 be positive integers and α1, . . . , αn ∈ C \ {0}.
For any integer s ∈ {1, . . . , k}, there exist integers s1, . . . , sn ∈ {1, . . . , k} such
that

Rks

(
n∏
i=1

αi

)
=

n∏
i=1

Rksi
(αi).

Proof. Note that all elements in the set

S =
{

n∏
i=1

Rksi(αi)
∣∣∣∣∣ s1, . . . , sn ∈ {1, . . . , k}

}
are indeed k-roots of

∏n
i=1 αi since(

n∏
i=1

Rksi
(αi)

)k
=

n∏
i=1

Rksi
(αi)k =

n∏
i=1

αi.
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By only varying s1 in {1, . . . , k}, it is easily verified that S must count at least
k elements. We can thus conclude that S is exactly equal to the set of k-roots
of
∏n
i=1 αi. From this observation, the lemma follows immediately.

We are now ready to prove the upper bound on the R∞-nilpotency index of
A(G) of which we recall the definition:

Ξ(G) = min
{
c(λ, µ)

∣∣ λ, µ ∈ ΛG , {λ, µ} ∈ E
}

where for any λ, µ ∈ ΛG :

c(λ, µ) =
{

max{2|λ| + |µ|, |λ| + 2|µ|} if λ ̸= µ

2|λ| if λ = µ.

Theorem 7.2.26. Let G = (V,E) be a non-empty graph. The group A(G,Ξ(G))
has the R∞-property.

Proof. Let G = (ΛG , E,Φ) be the quotient graph of G. Take λ, µ ∈ ΛG arbitrarily
such that {λ, µ} ∈ E. It suffices to prove that A(G, c) has the R∞-property with
c = c(λ, µ) (since we can then take the minimum of c(λ, µ) for all {λ, µ} ∈ E in
the end).

Take an arbitrary automorphism φ ∈ Aut(A(G, c)). By Lemma 7.2.6 it satisfies
to prove that the induced automorphism φ ∈ Autg(nC(G, c)) has an eigenvalue
1. Using Lemma 7.2.10, it is sufficient to prove that for any automorphism
ψ ∈ Aut(G) with disjoint cycle decomposition ψ = σ1 ◦ . . . ◦ σd and any tuples
αi = (αi1, . . . , αini

) ∈ Cni where ni is the size of the coherent components
in the cycle σi and αi1 · . . . · αini

= ±1, it holds that the automorphism
ϖc(T (σ1, α1) · . . . · T (σd, αd)) has an eigenvalue 1.

Note that every coherent component lies in a unique cycle from the
decomposition of ψ. Let p, q ∈ {1, . . . , d} be the indices such that cp and
cq denote these cycles containing λ and µ, respectively. For sake of notation,
we write σ := σp, τ := σq, n = |λ|, m = |µ|, α = (α1, . . . , αn) := αp and
β = (β1, . . . , βm) := αq and let k, l denote the orders of the cycles σ and τ ,
respectively.
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We divide the proof into several cases:

• σ = τ

λ µ

· · ·

· · ·

or
λ

· · ·

Note that in this case also n = m, α = β and k = l.

– First consider the case where n = m = 1. Then we must have
that λ ̸= µ, c(λ, µ) = 3 and T (σ, α) = T (σ, (±1)). If α = 1, then
there exists an eigenvector with eigenvalue 1 in nC1 (G, c) by the same
argument as in C1. from Section 7.2.4. If, on the other hand α = −1,
then there exists an eigenvector with eigenvalue 1 in nC2 (G, c) by the
same argument as in C2. from Section 7.2.4.

– Next, consider the case where n = m > 1. Using that
∏n
i=1 αi = ±1,

we can combine Lemma 7.2.23 (i) (ii) (with k = l) and 7.2.25 to get
the existence of indices s1, . . . , sn, t1, . . . , tn ∈ {1, . . . , k} such that(

n∏
i=1

Rksi
(αi)

)(
n∏
i=1

Rkti(αi)
)

= 1.

Next, consider the set A := (λ \ {vλ1}) ∪ {vµ1} for which it is clear
that |A| ≥ 2. From the fact that {λ, µ} ∈ E we have that {v, w} ∈ E
for any v ∈ λ,w ∈ µ, hence A is connected. Define

W := {w(σ, α)isi
, w(σ, α)iti | 1 ≤ i ≤ n}

where we remind the reader of the definition of w(σ, α)ij ∈ spanC(V )
in (7.5). Define a map

κ : W → A : w(σ, α)ij 7→

{
vµi if i = 1
vλi else.

It is clear that A, W and κ satisfy the assumptions of Lemma 7.2.15.
Define the weight

e : W → N : w(σ, α)ij 7→

{
1 if si ̸= ti

2 else,
.
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for which it holds that∑
w∈W

e(w) = 2n ≤ c(λ, µ) = c.

As a consequence we can apply Lemma 7.2.15 to A, W and κ for
the weight e and get a bracket word b ∈ BW(W ) of weight e such
that ϕcW (b) ∈ nC(G, c) is non-zero. Since each element of W is an
eigenvector of the automorphism ϖc(T (σ1, α1) · . . . · T (σd, αd)), it
follows that ϕcW (b) is still an eigenvector. By construction, it is clear
that the eigenvalue of ϕcW (b) is equal to 1.

• σ ̸= τ .

λ µ
...

...

Note that since {λ, µ} ∈ E, the set A := λ ∪ µ is connected and that
since λ ̸= µ we have |A| ≥ 2. By combining Lemmas 7.2.23, 7.2.24 and
7.2.25, we know one of following three cases is true, depending on the
integers k and l and the signs of

∏n
i=1 αi and

∏m
i=1 βi. This dependence

is summarized in Table 7.1 below.

P1. There exist s1, . . . , sn ∈ {1, . . . , k}, t1, . . . , tm ∈ {1, . . . , l} such that(
n∏
i=1

Rksi
(αi)

)(
m∏
i=1

Rlti(βi)
)

= 1.

In this case, define

W := {w(σ, α)isi
| 1 ≤ i ≤ n} ∪ {w(τ, β)iti | 1 ≤ i ≤ m}

and
κ : W → A : w(σ, α)ij 7→ vλi, w(τ, β)ij 7→ vµi.

It is clear that A, W and κ satisfy the assumptions of Lemma 7.2.15.
Define the constant weight e : W → N : w 7→ 1 for which we have∑

w∈W
e(w) = n+m ≤ c(λ, µ) = c.
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As a consequence we can apply Lemma 7.2.15 to A, W and κ for
the weight e and get a bracket word b ∈ BW(W ) of weight e such
that ϕcW (b) ∈ nC(G, c) is non-zero. Since each element of W is an
eigenvector of the automorphism ϖc(T (σ1, α1) · . . . · T (σd, αd)), it
follows that ϕcW (b) is still an eigenvector. By construction, it is clear
that the eigenvalue of ϕcW (b) is equal to 1.

P2. There exist s1, . . . , sn, r1, . . . , rn ∈ {1, . . . , k}, t1, . . . , tm ∈ {1, . . . , l}
such that(

n∏
i=1

Rksi
(αi)

)(
n∏
i=1

Rkri
(αi)

)(
m∏
i=1

Rlti(βi)
)

= 1.

In this case, define

W :={w(σ, α)isi , w(σ, α)iri | 1 ≤ i ≤ n}

∪ {w(τ, β)iti | 1 ≤ i ≤ m}

and
κ : W → A : w(σ, α)ij 7→ vλi, w(τ, β)ij 7→ vµi.

It is clear that A, W and κ satisfy the assumptions of Lemma 7.2.15.
Define the weight

e : W → N : w(τ, β)ij 7→ 1, w(σ, α)ij 7→

{
1 if si ̸= ri

2 else,

for which it holds that∑
w∈W

e(w) = 2n+m ≤ c(λ, µ) = c.

As a consequence we can apply Lemma 7.2.15 to A, W and κ for
the weight e and get a bracket word b ∈ BW(W ) of weight e such
that ϕcW (b) ∈ nC(G, c) is non-zero. Since each element of W is an
eigenvector of the automorphism ϖc(T (σ1, α1) · . . . · T (σd, αd)), it
follows that ϕcW (b) is still an eigenvector. By construction, it is clear
that the eigenvalue of ϕcW (b) is equal to 1.

P3. There exist s1, . . . , sn ∈ {1, . . . , k}, t1, . . . , tm, r1, . . . , rn ∈ {1, . . . , l}
such that(

n∏
i=1

Rksi
(αi)

)(
m∏
i=1

Rlti(βi)
)(

m∏
i=1

Rlri
(βi)

)
= 1.
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In this case, define

W :={w(σ, α)isi
| 1 ≤ i ≤ n}

∪ {w(τ, β)iti , w(τ, β)iri
| 1 ≤ i ≤ m}

and
κ : W → A : w(σ, α)ij 7→ vλi, w(τ, β)ij 7→ vµi.

It is clear that A, W and κ satisfy the assumptions of Lemma 7.2.15.
Define the weight

e : W → N : w(σ, α)ij 7→ 1, w(τ, β)ij 7→

{
1 if ti ̸= ri

2 else

for which it holds that∑
w∈W

e(w) = n+ 2m ≤ c(λ, µ) = c.

As a consequence we can apply Lemma 7.2.15 to A, W and κ for
the weight e and get a bracket word b ∈ BW(W ) of weight e such
that ϕcW (b) ∈ nC(G, c) is non-zero. Since each element of W is an
eigenvector of the automorphism ϖc(T (σ1, α1) · . . . · T (σd, αd)), it
follows that ϕcW (b) is still an eigenvector. By construction, it is clear
that the eigenvalue of ϕcW (b) is equal to 1.

This concludes the proof.

M/k even
M/l even

M/k odd
M/l odd

M/k even
M/l odd

M/k odd
M/l even∏n

i
αi = 1∏n

i
βi = 1

Lem. 7.2.23 (i)

→ P 1.

Lem. 7.2.23 (i)

→ P 1.

Lem. 7.2.23 (i)

→ P 1.

Lem. 7.2.23 (i)

→ P 1.∏n

i
αi = −1∏n

i
βi = −1

Lem. 7.2.23 (ii)

→ P 1.

Lem. 7.2.23 (ii)

→ P 1.

Lem. 7.2.23 (iii)

→ P 3.

Lem. 7.2.23 (iii)

→ P 2.∏n

i
αi = −1∏n

i
βi = 1

Lem. 7.2.24 (i)

→ P 1.

Lem. 7.2.24 (ii)

→ P 2.

Lem. 7.2.24 (i)

→ P 1.

Lem. 7.2.24 (ii)

→ P 2.∏n

i
αi = 1∏n

i
βi = −1

Lem. 7.2.24 (i)

→ P 1.

Lem. 7.2.24 (ii)

→ P 3.

Lem. 7.2.24 (ii)

→ P 3.

Lem. 7.2.24 (i)

→ P 1.

Table 7.1: Summary of which lemma is used in combination with Lemma 7.2.25
to obtain one of the cases P1., P2. or P3.
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7.3 The R∞-property and commensurability

This section is based on [LW24], which is joint work with Maarten Lathouwers.

Let G and H be groups. Recall that G is abstractly commensurable with H
if there exist finite index subgroups G′ ≤ G and H ′ ≤ H such that G′ is
isomorphic to H ′. The starting point of this section is the following question:

Question 7.3.1. Is the R∞-property for groups an abstract commensurability
invariant?

It is known however that in general the answer to this question is negative. A
counterexample is given by the fundamental group of the Klein bottle. This
group has the R∞-property, while it has a subgroup of index 2 isomorphic to
Z2 which is known not to have the R∞-property, see section 2 of [GW09]. Note
that the fundamental group of the Klein bottle is torsion-free virtually abelian,
but not nilpotent. A new interesting question arises when we ask our groups to
be finitely generated torsion-free nilpotent.

Question 7.3.2. Is the R∞-property for groups an abstract commensurability
invariant within the class of finitely generated torsion-free nilpotent groups?

The reason for considering finitely generated torsion-free nilpotent groups is
that there is a well-known abstract commensurability invariant within this
class of groups, namely the rational Mal’cev completion (see Section 2.3.1 and
Section 7.3.2) and that this rational Mal’cev completion is often used to prove
results regarding the R∞-property in this class of groups.

In an attempt to answer Question 7.3.2, we arrived at the following observation.
We recall that a linear self-map on a finite-dimensional vector space is called
integer-like if its characteristic polynomial has integral coefficients and constant
term equal to ±1.

Proposition 7.3.3. Let G be a finitely generated torsion-free nilpotent group.
All groups that are abstractly commensurable to G have the R∞-property if and
only if every integer-like automorphism on the associated Mal’cev rational Lie
algebra has an eigenvalue 1.

The actual answer to Question 2 turns out to be negative and we will present a
counterexample within the class of 2-step nilpotent quotients of right-angled
Artin groups. Using weight functions on the edges of the defining graphs,
one can define groups which are commensurable to these 2-step nilpotent
quotients of right-angled Artin groups, but which have considerably less induced
automorphisms on the abelianization. These groups are defined in Section 7.3.3
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and the restrictions on their automorphisms are proven in Section 7.3.5. The
(to our knowledge) smallest concrete counterexample to Question 7.3.2 is then
presented in Example 7.3.29, which proves the following.

Theorem 7.3.4. There exist finitely generated torsion-free 2-step nilpotent
groups G and Gn (with n ∈ N \ {0, 1}) such that:

(i) G ≤ Gn and [Gn : G] = n for all n ∈ N \ {0, 1}

(ii) G does not have the R∞-property

(iii) all Gn have the R∞-property

On the level of nilmanifolds we obtain the following corollary.

Corollary 7.3.5. For any n ∈ N \ {0, 1}, there exist 2-step nilmanifolds M
and N , a homeomorphism f : N → N and an n-to-one covering projection
p : M → N such that

(i) any map homotopic to f has a fixed point and

(ii) any self-homotopy equivalence of M is homotopic to a fixed point free
map.

7.3.1 Nilpotent quotients of RAAGs

In this section, we explore how the R∞-property and abstract commensurability
behave within the class of nilpotent quotients of RAAGs (or free nilpotent
partially commutative groups). As it turns out, these groups A(G, c) (with
c > 1) contain a lot of information in the following sense: if A(G, c) has the R∞–
property, then all finitely generated torsion-free nilpotent groups commensurable
with it must have the R∞-property too. In fact, even a wider family of groups
are implied to have R∞, which is stated in the following proposition. At the
heart of the proof lies Corollary 7.2.13.

Proposition 7.3.6. Let G be a graph and c > 1 an integer. The following are
equivalent:

(i) A(G, c) has the R∞-property.

(ii) Every integer-like automorphism of nQ(G, c) has an eigenvalue 1.

(iii) Every group H with LQ(H) ∼= nQ(G, c) has the R∞-property.
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Proof. (i) ⇒ (ii). Take any integer-like automorphism φ of nQ(G, c). By
Corollary 7.2.13, there exists an automorphism ϕ on A(G, c) such that the
induced automorphism ϕ on nQ(G, c) has the same characteristic polynomial
as φ. Using Lemma 7.2.6 and the assumption, the automorphism ϕ has an
eigenvalue 1 and hence φ has an eigenvalue 1.

(ii) ⇒ (iii). Let us write H̃ for the group H/γc+1(H). Using Lemma 4.3.9, we
have the isomorphisms

LQ(H̃) ∼=
LQ(H)

γc+1(LQ(H))
∼=

nQ(G, c)
γc+1(nQ(G, c))

∼= nQ(G, c).

Let φ be any automorphism of H̃ and write φ for the induced graded
automorphism on nQ(G, c) where we use the identification above. Note that φ
is integer-like. Thus, by assumption, it has an eigenvalue 1. Lemma 7.2.6 then
implies that R(φ) = ∞. Since φ was an arbitrarily chosen automorphism of H̃,
this proves that H̃ has the R∞-property and by Lemma 1.1. from [GW09], so
does H.

(iii) ⇒ (i). This follows if we substitute A(G, c) for H in the assumption (see
isomorphism 4.5 from Chapter 4).

Remark 7.3.7. Note that any finitely generated torsion-free nilpotent group
H, which is abstractly commensurable to A(G, c), satisfies (iii) of the above
proposition. Indeed, we get that M(H) ∼= M(A(G, c)) and thus also LQ(H) ∼=
gr(M(H)) ∼= gr(M(A(G, c))) ∼= LQ(A(G, c)) ∼= nQ(G, c).

Remark 7.3.8. Note that in (iii) of Proposition 7.3.6 one can, in general,
not replace the field Q with a non-trivial field extension of it (which would be
a weaker assumption). Let us give a concrete example. Consider the 2-step
nilpotent group H with presentation

H =
〈

x1, x2, x3, x4,
y1, y2, y3

∣∣∣∣∣∣
[x1, x3] = y1, [x1, x4] = y2,
[x2, x4] = y2

1 , [x2, x3] = y2,
[x3, x4] = y3, [yi, yj ] = 1 = [x1, x2]

〉
. (7.8)

This group does not have the R∞-property since the automorphism of H that
is defined by

x1 7→ x−1
1 x2 y1 7→ y3

1y
−2
2

x2 7→ x2
1x

−1
2 y2 7→ y−4

1 y3
2

x3 7→ x−1
3 x4 y3 7→ y−1

3
x4 7→ x2

3x
−1
4

induces an automorphism on LC(H) which does not have 1 as an eigenvalue
(see Lemma 7.2.6). On the other hand, consider the graph G as drawn below.
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v1 v2 v3 v4

By Theorem 7.2.2, A(G, 2) has the R∞-property. However, over the field
K = Q(

√
2), we have a graded Lie algebra isomorphism LK(H) ∼= nK(G, 2)

which is determined by

x1 7→ v1 + v4 x3 7→ v2 + v3
x2 7→

√
2(v1 − v4) x4 7→

√
2(v2 − v3).

7.3.2 Rational Mal’cev Lie algebras

Let G be a finitely generated torsion-free nilpotent group. Recall from
Section 2.3.1 that such a group has a rational Mal’cev completion GQ and
a real Mal’cev completion GR. The real Mal’cev completion GR is a Lie group
and G lies in GR as a cocompact lattice. From Section 2.3.3 in Chapter 2, we
know that there is an associated rational finite dimensional nilpotent Lie algebra
nQG. Moreover, if H is another finitely generated torsion-free nilpotent group,
then nQG

∼= nQH as rational Lie algebras if and only if G and H are abstractly
commensurable.

The Lie algebra structure on nQG and the group structure on GQ are related
to one another via the BCH-formula (see Section 2.3.2). Any automorphism
of G extends uniquely to an automorphism of GQ which in turn defines an
automorphism of the Lie algebra nQG.

Recall from Section 4.3.2 that to any group G we can also associate a graded
rational Lie algebra LQ(G). In what follows we will relate the Lie algebras
LQ(G) and nQG for a finitely generated torsion-free nilpotent group G. Let us
also recall from Section 4.3.1 that to any Lie algebra g we associate a graded
Lie algebra gr(g) defined as a sum of the factors of the lower central series.

First, note that the following result was proven in [Qui68, Lemma 3.3].

Lemma 7.3.9 ([Qui68]). Let G be a finitely generated torsion-free nilpotent
group. The inclusion of G in GQ induces a graded Lie algebra isomorphism

LQ(G) = L(G) ⊗Z Q ∼= L(GQ).

Next, recall that we write log : GQ → nQG for the inverse of the exponential map.
Using the BCH-formula and Theorem 2.3.20, we find that log induces for all
i > 0 a rational vector space isomorphism

fi : γi(GQ)/γi+1(GQ) −→ γi(nQG)/γi+1(nQG)



THE R∞-PROPERTY AND COMMENSURABILITY 257

by
xγi+1(GQ) 7→ log(x) + γi+1(nQG).

Hence, f :=
⊕

i>0 fi gives an isomorphism

LQ(G) −→ gr(nQG).

as rational vector spaces. To see that this map is also a Lie algebra isomorphism,
one can use the BCH-formula to show that for any x ∈ γi(GQ), y ∈ γj(GQ), it
holds that

log([x, y]) = log(xyx−1y−1) = [log(x), log(y)] + terms in γi+j+1(nQG),

which is for example also derived in [Seg83, p.103]. Together with Lemma 7.3.9
we thus find that

LQ(G) ∼= gr(nQG)

as rational graded Lie algebras. Moreover, given an automorphism on G, the
induced automorphisms on LQ(G) and gr(nQG) coincide through this isomorphism.
In particular, the induced automorphism on LQ(G) has the same eigenvalues as
the induced automorphism on nQG. Thus, using Lemma 7.2.6 we retrieve the
following well-known lemma.

Lemma 7.3.10. Let G be a finitely generated torsion-free nilpotent group and
φ ∈ Aut(G). Let φ′ be the induced Lie algebra automorphism on nQG. Then

R(φ) = ∞ ⇐⇒ φ′ has eigenvalue 1.

Let us now prove the proposition from the beginning of Section 7.3.

Proof of Proposition 7.3.3. Let G be a finitely generated torsion-free nilpotent
group, GQ its Mal’cev completion and nQG the rational Mal’cev Lie algebra.

First, assume that every integer-like automorphism of nQG has an eigenvalue
1. Let H be a group commensurable with G and φ any automorphism of H.
Then φ induces an automorphism on the Mal’cev Lie algebra of H, which is
isomorphic to nQG. Moreover, this automorphism must be integer-like, thus
by the assumption it has an eigenvalue 1. Using Lemma 7.3.10, we find that
R(φ) = ∞ and thus that H has the R∞-property.

Conversely, assume that every group commensurable to G has the R∞-property.
Let φ be an integer-like automorphism of nQG and write φ̃ for the induced
automorphism on GQ. A property of an integer-like automorphism is that
there exists a basis {x1, . . . , xn} of nQG with respect to which φ has a matrix
representation in GLn(Z). By Proposition 3.2 in [DD16], there exists some
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finitely generated subgroup H in GQ with Mal’cev completion GQ and such
that φ̃(H) = H. In particular, H is commensurable to G. Thus, by assumption,
H has the R∞-property and R(φ̃|H) = ∞. Lemma 7.3.10 then implies that the
induced morphism on nQH = nQG, which must be equal to φ, has an eigenvalue 1.
This completes the proof.

It is not clear to us whether in the statement of Proposition 7.3.3 one can
replace ‘the associated Mal’cev Lie algebra’ with ‘the associated graded Lie
algebra’. Equivalently, we do not have an answer to the following question.

Question 7.3.11. Does there exist a finite-dimensional nilpotent rational Lie
algebra n for which every integer-like automorphism has an eigenvalue 1, but
for which gr(n) does not have this property?

It is not hard to check that the other direction is true, namely if gr(n) has the
property then so does n.

7.3.3 Groups from edge-weighted graphs

Let G = (V,E) be a simple undirected graph and fix a total order ≤ on the
vertices V . Let k : E → N \ {0} be a weight function on the edges. We define
the group A(G, 2, k) by the presentation

A(G, 2, k) :=
〈
V ∪ E

∣∣∣∣∣ [V,E] = [E,E] = 1 and

∀v, w ∈ V with v < w : [v, w] =
{
ek(e) if e := {v, w} ∈ E

1 else

〉
.

Note that A(G, 2, k) ∼= A(G, 2) if k is constant with value 1.

Remark 7.3.12. Up to isomorphism, the definition of A(G, 2, k) is independent
of the choice of total order on the vertices. Indeed, let ≤̃ be another total order
on the vertices V . Then it is not hard to check that the map θ, which is the
identity on V and is defined for all e = {v, w} ∈ E by

θ(e) =
{
e if v < w ⇔ v<̃w

e−1 otherwise,

induces an isomorphism from the group defined using ≤ to the group defined
using ≤̃.
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Example 7.3.13. Consider the graph G = (V,E) where V = {v1, v2} and
E = {{v1, v2}} and for any n ∈ N0, let kn : E → N0 be the weight function on
the singleton set E with value n.

v1 v2n

Then for each n ∈ N0, the group A(G, 2, kn) is isomorphic to the matrix group

Hn(Z) =


1 nx z

0 1 y
0 0 1

 ∣∣∣∣∣∣ x, y, z ∈ Z


where the isomorphism is given by

v1 7→

1 n 0
0 1 0
0 0 1

 , v2 7→

1 0 0
0 1 1
0 0 1

 , {v1, v2} 7→

1 0 1
0 1 0
0 0 1


In particular, when n = 1, A(G, 2, k1) ∼= A(G, 2) is isomorphic to the Heisenberg
group. It is well-known that the groups Hn(Z) for n ∈ N0 are, up to
isomorphism, all the possible groups abstractly commensurable to H1(Z).
Moreover, Spec(Hn(Z)) = (2N0) ∪ {∞} for all n ∈ N0 (see for example
[Rom11b]). Hence, H1(Z) is an example of a finitely generated torsion-free
2-step nilpotent group such that all groups commensurable with H1(Z) have
the same (infinite) Reidemeister spectrum.

It will be helpful to address the elements ek(e) ∈ A(G, 2, k), so we define

Ek := {ek(e) | e ∈ E}.

We say a vertex v ∈ V is an isolated vertex if N(v) = ∅, i.e. v has no neighbours.
We write Viso ⊂ V for the subset of all isolated vertices of G. The next lemma
provides insight into the structure of the group A(G, 2, k). We leave the proof
as an exercise to the reader.

Lemma 7.3.14. Let G = (V,E) be a graph, k : E → N0 a weight on the
edges and G = A(G, 2, k) the associated group. Write V = {v1, . . . , vn} and
E = {e1, . . . , em}. Then any element of G can be uniquely expressed as a
product

n∏
i=1

vzi
i

m∏
j=1

etj
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with zi, tj ∈ Z. Moreover, the centre and the factors of the (adapted) lower
central series of G are given by

Z(G) = ⟨Viso ∪ E⟩ ∼= Z|Viso∪E|,

γ2(G) =
〈
Ek
〉 ∼= Z|E|,√

γ2(G) = ⟨E⟩ ∼= Z|E|,

G

γ2(G)
∼= Z|V | ××

e∈E

Z
k(e)Z ,

G√
γ2(G)

= ×
v∈V

〈
v
√
γ2(G)

〉
∼= Z|V |

γ3(G) =
√
γ3(G) = 1.

In particular, G is finitely generated torsion-free 2-step nilpotent. Moreover, the
identity on V induces an injective morphism

ι : A(G, 2) ↪→ A(G, 2, k)

with A(G, 2) ∼= Im(ι) = ⟨V ∪ Ek⟩. In particular, A(G, 2) is isomorphic to the
finite index subgroup ⟨V ∪ Ek⟩ ⊂ A(G, 2, k) with index equal to

∏
e∈E k(e).

At last, we give isomorphisms between the associated Lie algebra structures.
Recall that nQ(G, c) is the c-step nilpotent partially commutative Lie algebra
associated to the graph G, that LQ(G) is the graded rational Lie algebra
associated to the group G and that nQG is the rational Mal’cev Lie algebra
associated to a finitely generated torsion-free nilpotent group G.

Lemma 7.3.15. For any finite undirected simple graph G = (V,E) and a weight
function k : E → N0 on its edges, we have

nQ(G, 2) ∼= LQ(A(G, 2)) ∼= nQA(G,2)
∼= nQA(G,2,k)

∼= LQ(A(G, 2, k))

and the isomorphisms are induced by the identity on the vertices.

Proof. The first isomorphism is Theorem 4.3.10 and equation (4.5) below it.
The third isomorphism follows from the fact that A(G, 2) is isomorphic to a finite
index subgroup of A(G, 2, k) and thus, in particular, that A(G, 2) is abstractly
commensurable with A(G, 2, k). Hence their Mal’cev Lie algebras nQA(G,2) and
nQA(G,2,k) are isomorphic.
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For the second and fifth isomorphism, note that any 2-step nilpotent rational
Lie algebra n is isomorphic to gr(n) and that the isomorphism is canonical up
to a choice of vector space complement to [n, n]. Since for nQA(G,2) and nQA(G,2,k),
such a complement is naturally given by the rational span of the vertices,
one gets (after combining with Equation (7.3.2)) the isomorphisms nQA(G,2)

∼=
gr(nQA(G,2)) ∼= LQ(A(G, 2)) and nQA(G,2,k)

∼= gr(nQA(G,2,k)) ∼= LQ(A(G, 2, k)). As
one can check, all these isomorphisms restrict to the identity on the vertices.

Remark 7.3.16. Note that any automorphism φ of the group A(G, 2, k)
induces an automorphism LQ(φ) on LQ(A(G, 2, k)) and by the lemma above
also an automorphism on nQ(G, 2) which we write as φ. In particular, since
the isomorphisms of the above lemma restrict to the identity on the vertices,
we can say the following: with respect to the basis of vertices, the map that
φ induces on the free Z-module A(G, 2, k)/

√
A(G, 2, k) has the same matrix

representation as the map that φ induces on the abelianization of nQ(G, 2).

7.3.4 A preferred total order on vertices and edges

In the next section, we will give, to some extend, a description of the
automorphisms of the groups A(G, 2, k). For this description, we need a nice
total order on the vertices and edges which we introduce in this section. After
this section we will then always use this preferred order to also define the groups
A(G, 2, k).

Let G = (V,E) be a simple undirected graph. We use the definitions and
notations introduced in Section 4.1. Recall that we have a naturally defined
preorder ≺ on the vertices. This preorder induces a preorder on the edges as
well by

{v, w} ≺ {v′, w′} ⇐⇒ (v ≺ v′ and w ≺ w′) or (v ≺ w′ and w ≺ v′),

for all {v, w}, {v′, w′} ∈ E. Similarly as with the vertices, we can use this
preorder on E to get an equivalence relation ∼ defined by

e ∼ e′ ⇐⇒ e ≺ e′ and e′ ≺ e.

for any e, e′ ∈ E. We write the set of equivalence classes as

∆G = E/ ∼ .

Recall the definition of the set E from Section 4.1 as

E := {{[v], [w]} | {v, w} ∈ E}.
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The next lemma shows us, among other, that the map

∆G → E : [{v, w}] 7→ {[v], [w]} (7.9)

is a bijection. As a consequence, we can identify ∆G with E.

Lemma 7.3.17. For any e = {v, w} ∈ E it holds that

[e] =
{

{v′, w′}
∣∣∣ v′ ∈ [v], w′ ∈ [w]

}
.

Proof. The ⊇-inclusion follows directly by using the definition of ≺ and ∼ on E.
For the other inclusion let us fix some e′ = {v′, w′} ∈ [e]. Hence, it holds that

(v′ ≺ v and w′ ≺ w) or (v′ ≺ w and w′ ≺ v) and

(v ≺ v′ and w ≺ w′) or (v ≺ w′ and w ≺ v′).

Note that if for example (v′ ≺ v and w′ ≺ w) and (v ≺ w′ and w ≺ v′) then
v ≺ w′ ≺ w ≺ v′ ≺ v and thus it follows that v ∼ w ∼ v′ ∼ w′. Hence, in this
particular case e′ is definitely contained in the right-hand side. Considering all
the possible cases, one can conclude the rest of the proof.

The preorders ≺ on the vertices and the edges induce partial orders ≺ on ΛG
and ∆G by setting for all v, w ∈ V and e, e′ ∈ E:

[v] ≺ [w] ⇐⇒ v ≺ w

[e] ≺ [e′] ⇐⇒ e ≺ e′.

Using these partial orders, we can fix total orders

V/ ∼ = ΛG = {λ1, . . . , λr},

E/ ∼ = ∆G = {µ1, . . . , µs},

with the property that i ≤ j if λi≺λj and i ≤ j if µi≺µj . We can refine these
orders to total orders on V and E which we will both denote with ≤.

Example 7.3.18. We illustrate the introduced orders using a concrete example.
We consider the graph G given by the figure below.
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Figure 7.3: The graph G.

The total orders on ΛG , ∆G , V and E can then be chosen as illustrated in the
following figure.

2
λ1

1
λ3

2
λ2

1
λ4

µ3

µ1

µ4

µ2

(a) The graph quotient graph G
with total ordering on ΛG and ∆G .

v1

v5

v2

v3

v6

v4

e1

e2

e5
e6

e3

e4

(b) The graph G with total
ordering on V and E.

Indeed, the relations on ΛG are

λ1≺λ3, λ2≺λ3 and λ2≺λ4

and thus the above total order satisfies that i ≤ j if λi≺λj . (Note that we could
have also interchanged λ1 and λ2.). The only relations on the edges are

{v1, v5} ∼ {v2, v5} and {v3, v6} ∼ {v4, v6}

and thus the induced partial order ≺ on E is the identity relation. Hence, we
fixed the total order

[{v1, v5}] < [{v3, v6}] < [{v1, v2}] < [{v5, v6}]

on E and refined it to the total order on E:

{v1, v5} < {v2, v5} < {v3, v6} < {v4, v6} < {v1, v2} < {v5, v6}.
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7.3.5 Automorphisms of A(G, 2, k)

In this section, we describe to some extend the automorphism group of the
group A(G, 2, k). In particular, we will show how the weight function k imposes
conditions on the graph automorphisms that induce an automorphism on the
group A(G, 2, k).

First, let us introduce some notation. Let (B = {b1, . . . , bn},≤) be a finite
totally ordered set (with b1 < · · · < bn) and θ : B → Z a map. Then we define
D(θ) ∈ Zn×n to be the diagonal matrix with the image of θ (ordered by ≤ on
B) on its diagonal, i.e.

D(θ) := diag(θ(b1), . . . , θ(bn)) =


θ(b1) 0 . . . 0

0 θ(b2) . . . ...
... . . . . . . 0
0 . . . 0 θ(bn)

 .

If B is a basis of a Z-module M , then we will sometimes abuse notation and
denote with D(θ) also the linear map on M induced by D(θ)(bi) := θ(bi)bi (for
all i = 1, . . . , n).

Lemma 7.3.19. Fix a finite undirected simple graph G = (V,E) with weights
k : E → N0 on its edges and write G = A(G, 2, k). Let φ ∈ Aut(G) and denote
with A ∈ GL|E|(Z) the matrix of φ|γ2(G) with respect to the Z-basis (Ek, <).
The matrix of φ|√

γ2(G) with respect to (E,≤) is given by D(k)AD(k)−1. In
particular:

D(k)AD(k)−1 ∈ GL|E|(Z).

Proof. Since the induced automorphisms on γ2(G) and
√
γ2(G) are restrictions

of φ, we obtain the following commuting diagram.

γ2(G) γ2(G)

√
γ2(G)

√
γ2(G)

φ|γ2

ι ι

φ|√
γ2

Recall that γ2(G) and
√
γ2(G) are both free abelian of rank |E|. By Lemma

7.3.14, the sets E and Ek = {ek(e) | e ∈ E} ordered with the total order ≤ give
a basis for the Z-modules

√
γ2(G) and γ2(G), respectively. Hence, by using
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these bases we get the commuting diagram of matrices

Z|E| Z|E|

Z|E| Z|E|

A

D D

B

where A,B ∈ GL|E|(Z) are the matrix representations of φ|γ2(G) and φ|√
γ2(G),

respectively, and D ∈ Z|E|×|E| is the matrix representation of the inclusion ι
with respect to the bases Ek and E. Note that D = D(k) since a basis vector
ek(e) of γ2(G) is sent to the basis vector e of

√
γ2(G) but raised to the power

k(e). Thus the commutative diagram implies that BD(k) = D(k)A. Since
k(e) ̸= 0 (for all e ∈ E), these matrices are invertible over Q. Over Q, we indeed
obtain that B = D(k)AD(k)−1.

Remark 7.3.20. Any automorphism of A(G, 2, k) is completely determined
by the image of the vertices (even though they do not necessarily generate
A(G, 2, k)). Indeed, by Lemma 7.3.19 the image of E is fixed by what happens
on γ2(A(G, 2, k)), which in turn is determined by the image of the vertices.
Since V and E generate A(G, 2, k) the claim follows.

Using the description of the projections onto the abelianization of the
automorphisms of the Lie algebra nQ(G, 2) from Section 4.6.2, we can describe
to some extent the automorphisms of A(G, 2, k) and in particular their induced
maps on γ2(A(G, 2, k)). In order to do so, we need the following notation.

Let G = (V,E) be a graph with an automorphism σ ∈ Aut(G). Then σ induces
a permutation σE on the edge set by

σE : E → E : {v, w} 7→ {σ(v), σ(w)}.

Given a total order ≤ on the vertices V , we say that an edge {v, w} ∈ E
is an inversion of σ if v < w, but σ(v) > σ(w). We then define the map
εσ : E → {−1, 1} by setting for all e ∈ E

εσ(e) :=
{

−1 if e is an inversion of σ
1 otherwise.

With this notation at hand, and by combining Theorem 4.6.6 with Remark 7.3.16,
we can say the following about the automorphisms of A(G, 2, k). Recall from
Section 7.3.4 that we fixed a total order ≤ on both the vertices and the
edges, which were a refinement of the orders on ΛG = {λ1, . . . , λr} and ∆G =
{µ1, . . . , µs}, respectively.
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Lemma 7.3.21. Let G = (V,E) be a simple undirected graph with weight
function k : E → N0 on its edges and write G = A(G, 2, k). For any
automorphism φ ∈ Aut(G) there exists a σ ∈ Aut(G) such that

(i) with respect to the ordered Z-basis (V,≤), the induced automorphism on
G/
√
γ2(G) is represented by a matrix of the form

P (σ) ·


A1 A12 . . . A1r

0 A2
. . .

...
...

. . . . . . Ar−1r
0 . . . 0 Ar


where Ai ∈ GL|λi|(Z), Aij ∈ Z|λi|×|λj | and Aij = 0 if λi ̸ ≺λj.

(ii) with respect to the ordered Z-basis (Ek,≤), the induced automorphism on
γ2(G) is represented by a matrix of the form

P (σE) ·D(εσ) ·


B1 B12 . . . B1s

0 B2
. . .

...
...

. . . . . . Bs−1s
0 . . . 0 Bs


where Bi ∈ GL|µi|(Z), Bij ∈ Z|µi|×|µj | and Bij = 0 if µi ̸ ≺µj.

The permutation σ ∈ Aut(G) is not necessarily unique, but the induced
permutation σ on the quotient graph G is unique. Moreover, the assignment
φ 7→ σ defines a group morphism from Aut(A(G, 2, k)) to Aut(G).

Proof. Fix φ ∈ Aut(G) and denote with φ ∈ Autg(nQ(G, 2)) the induced graded
automorphism (see Remark 7.3.16). By Theorem 4.6.6 and Remark 4.6.7, there
exist Ai ∈ GL|λi|(Q), Aij ∈ Q|λi|×|λj | and σ ∈ Aut(G) such that the matrix of
πab(φ) with respect to the ordered basis of vertices (V,≤) equals

P (σ) ·


A1 A12 . . . A1r

0 A2
. . . ...

... . . . . . . Ar−1r
0 . . . 0 Ar


︸ ︷︷ ︸

=: U

where Aij = 0 if λi⊀λj . Since φ is induced by the automorphism φ ∈ Aut(G),
the matrix P (σ)U is by construction equal to the matrix of the induced
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automorphism on G/
√
γ2(G) with respect to the ordered Z-basis of vertices.

In particular, P (σ)U ∈ GL|V |(Z). Since P (σ) ∈ GL|V |(Z), this implies that
U ∈ GL|V |(Z). Hence, we obtain that Ai ∈ GL|λi|(Z) and Aij ∈ Z|λi|×|λj |.
Now we derive the matrix of the induced automorphism on γ2(G) with respect
to the ordered Z-basis (Ek,≤). Fix any edge e = {v, w} ∈ E (with v < w) and
note that the Lie bracket [v, w] = ek(e) is sent by the Lie algebra morphism
P (σ) to

[σ(v), σ(w)] = σE(e)εσ(e)k(σE(e)).

Thus, the matrix (with respect to (Ek,≤)) of the morphism on γ2(nQ(G, 2))
that is induced by P (σ) equals

P (σE)D(εσ).

So it suffices to look at the morphism on γ2(nQ(G, 2)) induced by U . Fix any
edge e = {v, w} with v < w. Note that the only non-zero blocks in the column
of U corresponding with [v] are those blocks in the rows corresponding with a
[v′] where [v′]≺[v] (or equivalently v′ ≺ v). Hence, there are av′ , bw′ ∈ Z (for
all v′ ≺ v and w′ ≺ w) such that

Uv =
∑
v′∈V
v′≺v

av′v′ and Uw =
∑
w′∈V
w′≺w

bw′w′.

Thus we obtain that

Uek(e) = U [v, w] =

∑
v′∈V
v′≺v

av′v′,
∑
w′∈V
w′≺w

bw′w′


=
∑
v′∈V
v′≺v

∑
w′∈V
w′≺w

av′bw′ [v′, w′]

=
∑

{v′,w′}∈E
{v′,w′}≺e

av′bw′ [v′, w′]

∈


∑
e′∈E
e′≺e

ae′e′k(e′)

∣∣∣∣∣∣∣∣ ae′ ∈ Z

 .

Since µi ̸ ≺µj if i > j, it follows that the matrix (with respect to (Ek,≤)) of
the morphism on γ2(nQ(G, 2)) that is induced by U is a block upper triangular
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matrix 
B1 B12 . . . B1s

0 B2
. . . ...

... . . . . . . Bs−1s
0 . . . 0 Bs


where Bij ∈ Z|µi|×|µj | and Bij = 0 if µi ̸ ≺µj . Hence, we obtain that the matrix
of φ|γ2(nQ(G,2)) has the form

P (σE) ·D(εσ) ·


B1 B12 . . . B1s

0 B2
. . . ...

... . . . . . . Bs−1s
0 . . . 0 Bs

 .

Since this matrix coincides, by construction, with the matrix of φ|γ2(G) it follows
similarly as before that Bi ∈ GL|µi|(Z).

The assignment φ 7→ φ from Aut(G) to Aut(nQ(G, 2)) is a group morphism since
LQ(G) ∼= nQ(G, 2) and LQ : Grp → LieAlgQ is a functor. Using the morphism
p ◦ πab from Section 4.6.2, the assignment φ 7→ σ satisfies the law of a group
morphism. Together, we thus find that φ 7→ σ defines a group morphism from
Aut(A(G, 2, k)) to Aut(G).

As stated at the end of the lemma above, any automorphism φ ∈ Aut(A(G, 2, k))
induces a unique permutation σ ∈ Aut(G). In general, one does not obtain
every permutation of Aut(G), as the weight function k : E → N0 imposes
restrictions on what σ can be. Before describing these conditions, we introduce
some necessary invariants of integer matrices and recall their relation with the
Smith normal form.
Definition 7.3.22. Let A ∈ Zn×n be a matrix and l ∈ {1, . . . , n}. Then the
l-th determinant divisor dl(A) of A equals the greatest common divisor of the
determinants of the l × l minors of A.

In particular, if A = diag(a1, . . . , an) is a diagonal matrix, then dl(A) equals
the greatest common divisor of all l-fold products of diagonal elements, i.e. for
any l ∈ {1, . . . , n} it holds that

dl(diag(a1, . . . , an)) = gcd
{∏
i∈I

ai

∣∣∣∣∣I ⊂ {1, . . . , n} with |I| = l

}
.

The determinant divisors completely determine the Smith normal form of a
matrix in Z. This is summarized by the following lemma. Proofs of these facts
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and an introduction to the Smith normal form of a matrix can be found in most
handbooks about basic algebra, for example in [Nor12, Part 1, section 1].

Lemma 7.3.23. Let A,B ∈ Zn×n be two matrices, then the following are
equivalent:

(i) A and B have the same Smith normal form.

(ii) there exist P,Q ∈ GLn(Z) such that A = PBQ.

(iii) di(A) = di(B) for all i = 1, . . . , n.

Let G = (V,E) be a graph with weight function k : E → N0 on its edges
and quotient graph G = (ΛG , E,Ψ). Recall from Section 7.3.4 that any edge
e = {v, w} ∈ E gives both an equivalence class µ = [e] ∈ ∆G and an edge in
the quotient graph {[v], [w]} ∈ E which can be identified under the map from
Equation (7.9). The edges in the equivalence class µ have weights k|µ and thus
the diagonal matrix with these weights on its diagonal equals D(k|µ). For any
such µ ∈ ∆G and l ∈ {1, . . . , |µ|} we denote with dl(µ) the l-th determinant
divisor of the matrix D(k|µ), i.e.

dl(µ) := gcd
{∏
e∈I

k(e)
∣∣∣∣∣ I ⊆ µ with |I| = l

}
.

Now we are ready to formulate a connection between the possible graph
automorphisms σ ∈ Aut(G) that can occur in the matrix representation from
Lemma 7.3.21 and the weight function k on the edges of G.

Lemma 7.3.24. Let G = (V,E) be a finite undirected simple graph with
weight function k : E → N0 on its edges. Suppose that φ ∈ Aut(A(G, 2, k))
and let σ ∈ Aut(G) be a graph automorphism which can occur in the matrix
representation of φ given by Lemma 7.3.21. Let e ∈ E be any edge and write
µ = [e] ∈ ∆G, then for any l = 1, . . . , |µ| it holds that

dl(µ) = dl(σE(µ)).

In particular, it holds that:
gcd
e′∈µ

(k(e′)) = gcd
e′∈σE(µ)

(k(e′))

∏
e′∈µ

k(e′) =
∏

e′∈σE(µ)
k(e′).
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Proof. By Lemma 7.3.21, we know that, with respect to the ordered basis
(Ek,≤), the matrix representation of φ restricted to γ2(A(G, 2, k)) is of the form

P (σE) ·D(εσ) ·


B1 B12 . . . B1s

0 B2
. . . ...

... . . . . . . Bs−1s
0 . . . 0 Bs


︸ ︷︷ ︸

=: B

where Bi ∈ GL|µi|(Z), Bij ∈ Z|µi|×|µj | and Bij = 0 if µi ̸ ≺µj . Lemma 7.3.19
implies that

D(k) · P (σE) ·D(εσ) ·B ·D(k)−1 ∈ GL|E|(Z). (7.10)

Remark that D(k) ·P (σE) = P (σE) ·D(k ◦ σE). Indeed, viewing these matrices
as linear maps on spanQ(E), it holds for any edge e ∈ E that

D(k)P (σE) e = D(k)σE(e)

= k(σE(e))σE(e)

= k(σE(e))P (σE) e

= P (σE)k(σE(e)) e

= P (σE)D(k ◦ σE) e.

Using this and the fact that D(k ◦ σE) and D(εσ) commute, we find that

D(k) · P (σE) ·D(εσ) ·B ·D(k)−1

=
(
P (σE) ·D(εσ)

)
·
(
D(k ◦ σE) ·B ·D(k)−1

)
,

which, by Equation (7.10) must lie in GL|E|(Z). Since P (σE) ·D(εσ) is clearly
a matrix in GL|E|(Z), we find that

C := D(k ◦ σE) ·B ·D(k)−1 ∈ GL|E|(Z).

Recall that B is a block upper triangular matrix which implies that C is
also block upper triangular. Note that if a block upper triangular matrix lies
in GLn(Z), then so does every one of its blocks on the diagonal. Thus, by
considering the block on the diagonal corresponding to [e] = µ = µi, we find
that

D((k ◦ σE)|µ) ·Bi ·D(k|µ) ∈ GL|µ|(Z).
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Since Bi also lies in GL|µ|(Z), Lemma 7.3.23 implies that D((k ◦ σE)|µ) and
D(k|µ) must have the same Smith normal form or, equivalently, that for any
l = 1, . . . , |µ| we have

dl(σ(µ)) = dl(D((k ◦ σE)|µ)) = dl(D(k|µ)) = dl(µ).

This proves the main claim of the lemma. By noticing for all µ ∈ M that
d1(µ) = gcd

e′∈µ
(k(e′))

d|µ|(µ) =
∏
e′∈µ

k(e′),

we obtain the last claim of the statement.

Recall that ∆G = E/ ∼ is the set of equivalence classes of edges and that for
any σ ∈ Aut(G) we write σE : E → E for the induced permutation on the edges.
We define the following subgroup of Aut(G)

Aut(G, k) :=
{
σ ∈ Aut(G)

∣∣∣∣ ∀µ ∈ ∆G , 1 ≤ l ≤ |µ| :
dl(µ) = dl(σE(µ))

}
. (7.11)

For what follows, we use the notation as introduced in Section 4.6.2. For any
field K ⊂ C, define the following subgroup of GL(spanK(V )):

GK(G, k) := P (Aut(G, k)) ·

 ∏
λ∈ΛG

GL(spanK(λ))

 · UK(G).

Clearly GK(G, k) is a subgroup of GK(G) as defined in Theorem 4.6.6. Moreover,
we can prove the following lemma about GK(G, k), which will be useful in the
following section.

Lemma 7.3.25. Let K be a subfield of C. The group GK(G, k) is a linear
algebraic group that decomposes as a semi-direct product RK(G, k) ⋊ UK(G)
where

RK(G, k) := P (Aut(G, k)) ·

 ∏
λ∈ΛG

GL(spanK(λ))


is a linearly reductive group and UK(G) is the unipotent radical of GK(G, k).

Proof. To prove that GK(G, k) is a linear algebraic group, it suffices to show
that it is Zariski closed as a subset of GL(span(V )) (with coordinates with



272 THE R∞-PROPERTY

respect to the basis of vertices V ). This can be easily seen to be the case since
it can be written as a finite union of Zariski closed subsets:⋃

σ∈Aut(G,k)

P (σ) ·GK0 (G),

where we know that GK0 (G) is Zariski closed as it is the irreducible component
at the identity of the linear algebraic group GK(G) (see Theorem 4.6.6). Second,
RK(G, k) is seen to be linearly reductive following the same argument as given in
Remark 7.2.8. Lastly, UK(G) is the unipotent radical of GK(G, k) since UK(G)
is the unipotent radical of GK(G) (see Theorem 4.6.6). Indeed, GK(G, k) and
GK(G) have the same Zariski-connected component at the identity and thus
the same unipotent radical.

At last, from Lemma 7.3.24, we can now conclude the following corollary. The
field in this corollary is K = Q.

Corollary 7.3.26. Let G = (V,E) be a finite undirected simple graph with weight
function k : E → N0 on its edges. For any automorphism φ ∈ Aut(A(G, 2, k)) it
holds that πab(φ) lies in GQ(G, k), where φ denotes the induced automorphism
on nQ(G, 2).

7.3.6 The R∞-property for the groups A(G, 2, k)

The following theorem relates the structure of the graph G = (V,E) and the
weight function k : E → N0 to the R∞-property for the groups A(G, 2) and
A(G, 2, k).

Theorem 7.3.27. Let G = (V,E) be a finite undirected simple graph and
denote with G0 = (V0, E0) the subgraph of G containing the vertices belonging to
a coherent component of size one. Then the following holds.

(i) If E0 = ∅, then A(G, 2) does not have the R∞-property.

(ii) If G0 has edges and m ∈ N \ {0, 1}, then there exists a weight
function k : E → N0 such that A(G, 2, k) has the R∞-property and
[A(G, 2, k) : A(G, 2)] = m.

(iii) If G0 has edges and G = G0, then A(G, 2) has the R∞-property. In
particular, all finitely generated torsion-free 2-step nilpotent groups
commensurable with A(G, 2) have the R∞-property.
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Proof. (i) If V0 = ∅, then all coherent components contain at least two vertices.
Hence, it follows that ξ(G) ≥ 4. By Theorem 7.2.4 we get that the R∞-
nilpotency index of A(G) is at least 4. Thus A(G, 2) = A(G)/γ2(A(G))
does not have the R∞-property.
Recall that ∼ is the equivalence relation on V defined in Section 4.1. Let
us assume that V0 ≠ ∅. By Lemma 7.2.20, it follows that there exist
monic polynomials pλ(X) ∈ Z[X] (for λ ∈ ΛG \ (V0/ ∼)) of degree |λ| ≥ 2
such that, if αλ1, . . . , αλ|λ| ∈ C are the zeros of pλ(X), it holds for all
λ, λ′ ∈ ΛG \ (V0/ ∼) (possibly equal), i = 1, . . . , |λ| and j = 1, . . . , |λ′|
that

αλi ̸= ±1, αλiαλ′j ̸= 1 and αλ1 . . . αλ|λ| = −1. (7.12)

Denote for any λ ∈ ΛG with Aλ ∈ GL|λ|(Z) ⊂ GL(spanQ(λ)) the linear
map for which the matrix with respect to the Z-basis (λ,≤) is the
companion matrix of pλ(X) if λ ̸∈ V0/ ∼ or is

(
−1
)

if λ ∈ V0/ ∼.
Combining these linear maps, leads to the linear map

A :=
∏
λ∈ΛG

Aλ ∈

 ∏
λ∈ΛG

GL(Z, λ)

 .

Recall that we defined a projection map

πab : Aut(nQ(G, 2)) → GQ(G). (7.13)

Lemma 7.2.11 tells us that there exists an automorphism φ ∈ Aut(A(G, 2))
such that the induced automorphism φ ∈ Autg(nQ(G, 2)) projects onto
A = πab(φ). By construction, we know that

φ|spanQ(V ) = φ|spanQ(V0) × φ|spanQ(V \V0)

is diagonalizable. Hence, we can fix a basis of eigenvectors V1 ⊂ spanQ(V0)
for φ|spanQ(V0) and V2 ⊂ spanQ(V \V0) for φ|spanQ(V \V0). Thus, V := V1∪V2
is a basis of eigenvectors for φ|spanQ(V ). Note that [V,V] is a generating
set of γ2(nQ(G, 2)). Since [spanQ(V0), spanQ(V0)] = spanQ(E0) is trivial,
it follows that

[V,V] = [V1,V2] ∪ [V2,V2].

Note that the non-zero brackets in [V1,V2] and [V2,V2] are eigenvectors
of φ. Moreover, the corresponding eigenvalues of the latter are products
of two (possibly equal) αλi in Equation (7.12) and thus are not equal
to 1. Since φ|spanQ(V0) = − Id, the eigenvalues corresponding with the
eigenvectors in [V1,V2] are of the form −αλi and are thus by Equation
(7.12) also not equal to 1. The non-zero brackets in [V,V ] form a basis of
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eigenvectors of φ for spanQ(E) = γ2(nQ(G, 2)). Hence, V ∪ [V,V] forms a
basis of nQ(G, 2) of eigenvectors of φ with all eigenvalues not equal to 1.
By Lemma 7.2.6 it now follows that R(φ) < ∞ which concludes the proof.

(ii) Fix any m ∈ N\{0, 1} and any edge e0 = {v0, w0} ∈ E0 (with v0, w0 ∈ V0).
Note that the equivalence class [e0] = {{v0, w0}} ⊂ E is a singleton, by
definition. Define k : E → N0 by setting

k : E → N0 : e 7→

{
m if e = {v0, w0}
1 if e ̸= {v0, w0}

.

By Lemma 7.3.14 it follows that

[A(G, 2, k) : A(G, 2)] =
∏
e∈E

k(e) = m.

We prove that A(G, 2, k) has the R∞-property.
First, recall the definition of Aut(G, k) in Equation (7.11) and note that
with the above choice of k, for any σ ∈ Aut(G, k), it holds that σE(e0) = e0.
Next, take any automorphism φ ∈ Aut(A(G, 2, k)).
By Corollary 7.3.26, we know that πab(φ) lies in the linear algebraic group
GQ(G, k) ⊂ GQ(G). Thus, the same must hold for its semi-simple part
πab(φ)s. By the same argument as given in Remark 7.2.8 and Lemma
7.3.25, there must exist an h ∈ GQ(G, k) such that g := hπab(φ)s h−1

lies in the linearly reductive subgroup RQ(G, k) ⊂ GQ(G, k). Thus, g is
represented by a matrix of the form

P (σ)


A1 0 . . . 0

0 A2
. . . ...

... . . . . . . 0
0 . . . 0 Ar

 ,

where σ ∈ Aut(G, k) (in particular σE(e0) = e0) and Ai ∈ GL|λi|(Q) for
all i = 1, . . . , r. Note that from the fact that σE(e0) = e0 and [v0], [w0]
are singletons, the subspace spanQ{v0, w0} is preserved by g. Now, since
πab(φ) is integer-like, so is g and since g is given by a matrix over Q of
the above form, it follows that each Ai is integer-like (see Lemma 6.1.4).
In particular, if Ai has dimension 1 × 1, it must be equal to (±1). This
implies that if we restrict g to spanQ{v0, w0}, we get with respect to
v0, w0, the matrix representation(

a 0
0 b

)
or

(
0 1
1 0

)(
a 0
0 b

)
,
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with a, b ∈ {−1, 1}. Let us prove that in either case, the automorphism
ϖ2(g) ∈ Autg(nQ(G, 2)) has an eigenvalue 1, where we recall the definition
of ϖ2 from Equation (7.4).
In the first case, if either a or b is equal to 1, clearly g has an eigenvalue 1
and thus also ϖ2(g) has. If both a and b are equal to −1, then the Lie
bracket [v0, w0] will be an eigenvector of ϖ2(g) with eigenvalue 1. Note
that [v0, w0] is non-zero since {v0, w0} ∈ E.
In the second case, if a = b = 1, then v0 + w0 will be an eigenvector of
g with eigenvalue 1. If a = b = −1, then v0 − w0 will be an eigenvector
of g with eigenvalue 1. In both cases we thus also get that ϖ2(g) has an
eigenvalue 1. If a and b do not have the same sign, then the (non-zero)
Lie bracket [v0, w0] will be an eigenvector of ϖ2(g) with eigenvalue 1.
We can thus conclude that ϖ2(g) always has an eigenvalue 1. Note
that since g and πab(φ) have the same eigenvalues, so do ϖ2(g) and
ϖ2(πab(φ)) = φ. We can conclude by Lemma 7.2.6 that R(φ) = ∞ and
thus, since φ was an arbitrary automorphism of A(G, 2, k), that A(G, 2, k)
has the R∞-property.

(iii) If G0 = G, then all coherent components are singletons (or equivalently G
is transposition-free). From Theorem 7.2.2 it thus follows that A(G) has
R∞-nilpotency index equal to 2. Thus A(G, 2) has the R∞–property. By
Proposition 7.3.6 the result follows.

We give some examples where we can say more than the statement in
Theorem 7.3.27.

Example 7.3.28 (G0 ⊊ G has edges and A(G, 2) has the R∞-property). Let us
consider the following graph G:

In [DL23, Theorem 4.4 and Example 4.5], it was proven that A(G, 2) has the
R∞–property (where the authors use the opposite convention to define RAAGs).
Proposition 7.3.6 now tells us that all groups commensurable with A(G, 2) have
the R∞–property. In particular, for any weight function k : E → N0 on the
edges of G it holds that A(G, 2, k) has the R∞–property.



276 THE R∞-PROPERTY

Example 7.3.29 (A(G, 2) does not have the R∞-property, but A(G, 2, k) does).
Consider the following graph, where we fixed a total order of V , E and ΛG =
V/ ∼ as introduced in Section 7.3.4.

v1

v7

v2

v3

v8

v4

v5

v9

v6

e1

e2

e7

e3

e4

e8

e5

e6

(a) The graph G with total orders for
V and E.

2
λ1

1
λ4

2
λ2

1
λ5

2
λ3

1
λ6

(b) Quotient graph G = (ΛG , E, Ψ)
with total order on ΛG

We define a weight function kn : E → N0 as done on the following figure.

1

1

n

1

1

1

1

1

For any n ∈ N\{0, 1} we consider the group A(G, 2, kn) as defined in Section 7.3.3.
By the proof of Theorem 7.3.27 (ii) we already know that A(G, 2, k) has the
R∞-property for any n ∈ N \ {0, 1}.
We now prove that A(G, 2) does not have the R∞-property by giving an
explicit automorphism φ ∈ Aut(A(G, 2)) with R(φ) < ∞. Let us write
σ := (v1 v5)(v7 v9)(v2 v6) ∈ Aut(G). Define the matrix A ∈ GL2(Z) by

A :=
(

2 1
1 1

)
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and the matrix B ∈ GL9(Z) by

B =


0 0 A 0 0 0
0 A 0 0 0 0
12 0 0 0 0 0
0 0 0 0 0 −1
0 0 0 0 −1 0
0 0 0 1 0 0



= P (σ) ·


12 0 0 0 0 0
0 A 0 0 0 0
0 0 A 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1


where the second equality for B will illustrate Lemma 7.3.21. Using Corollary
7.2.13, there exists an automorphism φ ∈ Aut(A(G, 2)) such that the induced
automorphism φ ∈ Aut(nQ(G, 2)) satisfies that πab(φ) has matrix representation
B ∈ GL9(Z) with respect to the ordered basis of vertices (V,≤). One can derive
that the matrix of φ|γ2(A(G,2)) with respect to the Z-basis (E,≤) equals

C =


0 0 −A 0 0
0 −A 0 0 0
12 0 0 0 0
0 0 0 0 −1
0 0 0 1 0



= P (σE)D(εσ)


12 0 0 0 0
0 −A 0 0 0
0 0 −A 0 0
0 0 0 −1 0
0 0 0 0 1


where σE := (e1 e5)(e7 e8)(e2 e6) and

εσ(ei) =
{

−1 if i = 7, 8
1 else

.

In particular, the eigenvalues of the induced automorphism φ ∈ Aut(nQ(G, 2))
are precisely the eigenvalues of the matrices B and C. The eigenvalues of A
are given by: α1 := 3−

√
5

2 and α2 := 3+
√

5
2 . One can calculate that B has

eigenvalues
α1, α2,±

√
α1,±

√
α2,−1 and ± i
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and the eigenvalues of C are

−α1,−α2,±
√
α1i,±

√
α2i and ± i.

Since 1 is not an eigenvalue of φ, Lemma 7.2.6 implies that R(φ) < ∞ and thus
A(G, 2) does not have the R∞-property.
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[Mal49a] Anatolǐı I. Mal’cev. On a class of homogeneous spaces. Izvestiya
Aka. Nauk SSSR., Ser. Mat., (13):pp. 9–32, 1949.

[Mal49b] Anatoly I. Maltsev. Nilpotent torsion–free groups. Izvestiya Aka.
Nauk SSSR., Ser. Mat., (13):pp. 201–212, 1949.

[Man74] Anthony Manning. There are no new Anosov diffeomorphisms on
tori. Amer. J. Math., 96(3):pp. 422–429, 1974.

[Mil22] James S. Milne. Fields and galois theory (v5.10), 2022. Available at
www.jmilne.org/math/.

[Nor12] Christopher. Norman. Finitely Generated Abelian Groups and
Similarity of Matrices over a Field. Springer Undergraduate
Mathematics Series. Springer London, London, 1st ed. 2012. edition,
2012.

[Pas77] Donald S. Passman. The Algebraic Structure of Group Rings. Pure
and Applied Math. John Wiley & Sons, Inc. New York, 1977.

[Pay09] Tracy L. Payne. Anosov automorphisms of nilpotent Lie algebras.
J. Mod. Dyn., 3(1):121–158, 2009.

[PS00] Wilhelm Plesken and Tilman Schulz. Counting crystallographic
groups in low dimensions. Experiment. Math., 9(3):407–411, 2000.

[Qui68] Daniel G. Quillen. On the associated graded ring of a group ring. J.
Algebra, 10:411–418, 1968.

[Rom06] Steven Roman. Field theory, volume 158 of Graduate Texts in
Mathematics. Springer, New York, second edition, 2006.

https://arxiv.org/abs/2402.15320
https://arxiv.org/abs/2402.15320


286 BIBLIOGRAPHY

[Rom11a] V. Roman’kov. Twisted conjugacy classes in nilpotent groups. J.
Pure Appl. Algebra, 215(4):664–671, 2011.

[Rom11b] V. Roman’kov. Twisted conjugacy classes in nilpotent groups. J.
Pure Appl. Algebra, 215(4):664–671, 2011.

[Rot98] Joseph Rotman. Galois theory. Universitext. Springer-Verlag, New
York, second edition, 1998.

[Ruh82] Ernst A. Ruh. Almost flat manifolds. J. Differential Geometry,
(17):pp. 1–14, 1982.

[Sas58] Shigeo Sasaki. On the differential geometry of tangent bundles of
Riemannian manifolds. Tohoku Math. J. (2), 10:338–354, 1958.

[Sas62] Shigeo Sasaki. On the differential geometry of tangent bundles of
Riemannian manifolds. II. Tohoku Math. J. (2), 14:146–155, 1962.

[Seg83] Daniel Segal. Polycyclic Groups. Cambridge University Press, 1983.

[Ser89] Herman Servatius. Automorphisms of graph groups. J. Algebra,
126(1):34–60, 1989.

[Ser97] Jean-Pierre Serre. Galois cohomology. Springer-Verlag, Berlin, 1997.
Translated from the French by Patrick Ion and revised by the author.

[Shi73] Kenichi Shiraiwa. Manifolds which do not admit Anosov
diffeomorphisms. Nagoya Math. J., 49:111–115, 1973.

[Shu70] M. Shub. Expanding maps. Global Analysis: Proceedings of the
Symposia in Pure Mathematics XIV, 14,:pp. 273–277, 1970.

[Sma63] S. Smale. Stable manifolds for differential equations and
diffeomorphisms. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (3), 17:97–
116, 1963.

[Sma67] S. Smale. Differentiable dynamical systems. Bull. Amer. Math. Soc.,
73,:pp. 747–817, 1967.

[Spr81] T.A. Springer. Linear Algebraic Groups. Progress in Mathematics.
Birkhäuser, Boston, 1981.

[ST87] I.N. Stewart and D.O. Tall. Algebraic Number Theory, second edition.
Chapman and Hall Mathematics Series. Chapman and Hall, London,
1987.

[Ste89] Ian Stewart. Galois theory. Chapman and Hall, Ltd., London, second
edition, 1989.



BIBLIOGRAPHY 287

[Sul23] D. Sulca. On the degree of polynomial subgroup growth of nilpotent
groups. Math. Z., 303(1):Paper No. 8, 26, 2023.

[Wad15] Richard D. Wade. The lower central series of a right-angled Artin
group. Enseign. Math., 61(3-4):343–371, 2015.

[Wit23] Thomas Witdouck. The R∞-property for right-angled Artin groups
and their nilpotent quotients, 2023. https://arxiv.org/abs/2304.
01077.

[Yan83] Koichi Yano. There are no transitive Anosov diffeomorphisms on
negatively curved manifolds. Proc. Japan Acad. Ser. A Math. Sci.,
59(9):445, 1983.

[Zas48] H Zassenhaus. über einen algorithmus zur bestimmung der
raumgruppen. Commentarii Mathematici Helvetici, (21):pp. 117–141,
1948.

https://arxiv.org/abs/2304.01077
https://arxiv.org/abs/2304.01077




List of publications

• Jonas Deré and Thomas Witdouck. On closed manifolds admitting an
Anosov diffeomorphism but no expanding map. J. Pure Appl. Algebra,
227(4):Paper No. 107247, 26, 2023.

• Jonas Deré and Thomas Witdouck. Classification of K-forms in nilpotent
Lie algebras associated to graphs. Comm. Algebra, 51(12):5209–5234,
2023.

• Jonas Deré and Thomas Witdouck. A characterization of Anosov rational
forms in nilpotent Lie algebras associated to graphs. To appear in
Monatshefte für Mathematik, 2024. https://doi.org/10.1007/s00605-
024-01978-8

• Thomas Witdouck. The R∞-property for right-angled Artin groups and
their nilpotent quotients, 2023. https://arxiv.org/abs/2304.01077
(Preprint)

• Maarten Lathouwers and Thomas Witdouck. R∞-property for groups
commensurable to nilpotent quotients of RAAGs, 2024. https://arxiv.
org/abs/2402.15320 (Preprint)

289

https://doi.org/10.1007/s00605-024-01978-8
https://doi.org/10.1007/s00605-024-01978-8
https://arxiv.org/abs/2304.01077
https://arxiv.org/abs/2402.15320
https://arxiv.org/abs/2402.15320






FACULTY OF SCIENCE
DEPARTMENT OF MATHEMATICS

ALGEBRAIC TOPOLOGY AND GROUP THEORY
Etienne Sabbelaan 53

BE-8500 Kortrijk
thomas.witdouck@kuleuven.be


	Abstract
	Beknopte samenvatting
	List of Symbols
	Contents
	Introduction
	Historical background
	Overview of the main results

	Infra-nilmanifolds
	Preliminaries from Riemannian geometry
	Flat manifolds
	Crystallographic and Bieberbach groups
	Algebraic characterization of flat manifolds

	Almost-flat manifolds
	Torsion-free finitely generated nilpotent groups
	Nilpotent Lie groups and Lie algebras
	Cocompact lattices in nilpotent Lie groups
	Almost-crystallographic and almost-Bieberbach groups
	Infra-nilmanifolds
	Algebraic characterization of almost-flat manifolds


	Anosov diffeomorphisms
	Dynamical systems and chaos
	Anosov diffeomorphisms
	Anosov flows
	Closed manifolds admitting an Anosov diffeomorphism
	Hyperbolic linear maps
	Constructing Anosov diffeomorphisms
	Periodic points of hyperbolic affine automorphisms
	A characterization for existence on the Lie algebra

	Anosov diffeomorphisms versus expanding maps

	Partially commutative structures
	Graphs
	The associated algebraic structures
	A connection between group and Lie algebra
	Gradings on Lie algebras
	The Lie ring construction

	A basis for the Lie algebra
	Linear algebraic groups
	Automorphisms of the Lie algebra
	Projection onto the abelianization
	Description of G^K(G) for subfields of C
	Vertex-diagonal automorphisms


	Forms of Lie algebras
	Galois theory
	Forms of Lie algebras
	Galois cohomology
	Galois descent for Lie algebras
	Galois cohomology of certain semi-direct products
	Forms of partially commutative Lie algebras
	The associated Galois cohomology
	Rational forms of the real and complex Lie algebra
	Number of non-isomorphic rational forms
	Number of non-isomorphic real forms
	Indecomposable forms


	Anosov Lie algebras
	Definitions and known results
	Dirichlet's unit theorem
	Constructing Anosov rational forms
	Indecomposable factors of Anosov Lie algebras
	Anosov Lie algebras without a positive grading
	Notation and methodology
	Example in minimal dimension
	Rank of an Anosov automorphism
	Proof of minimality

	Anosov rational forms of partially commutative Lie algebras
	Reduction to algebraic units on the vertices
	A characterization on the graph and the action
	Examples and applications


	The R-infinity-property
	Definitions and preliminaries
	The R-infinity-property for RAAGs
	Notation and methodology
	Automorphisms with the same characteristic polynomial
	Non-zero Lie brackets in n^C(G, c)
	Transposition-free graphs
	Bounds on the R-infinity-nilpotency index of a RAAG

	The R-infinity-property and commensurability
	Nilpotent quotients of RAAGs
	Rational Mal'cev Lie algebras
	Groups from edge-weighted graphs
	A preferred total order on vertices and edges
	Automorphisms of A(G, 2, k)
	The R-infinity-property for the groups A(G, 2, k)


	Bibliography
	List of publications

