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Abstract
Homotopy comomentum maps are a higher generalization of the notion of
moment map introduced to extend the concept of Hamiltonian actions to
the framework of multisymplectic geometry. Loosely speaking, higher means
passing from considering symplectic 2-form to consider differential forms in
higher degrees. The goal of this thesis is to provide new explicit constructions
and concrete examples related to group actions on multisymplectic manifolds
admitting homotopy comomentum maps.
The first result is a complete classification of compact group actions on
multisymplectic spheres. The existence of a homotopy comomentum maps
pertaining to the latter depends on the dimension of the sphere and the
transitivity of the group action. Several concrete examples of such actions
are also provided.
The second novel result is the explicit construction of the higher analogue of
the embedding of the Poisson algebra of a given symplectic manifold into the
corresponding twisted Lie algebroid. It is also proved a compatibility condition
for such embedding for gauge-related multisymplectic manifolds in presence of
a compatible Hamiltonian group action. The latter construction could play a
role in determining the multisymplectic analogue of the geometric quantization
procedure.
Finally a concrete construction of a homotopy comomentum map for the action
of the group of volume-preserving diffeomorphisms on the multisymplectic 3-
dimensional Euclidean space is proposed. This map can be naturally related to
hydrodynamics. For instance, it transgresses to the standard hydrodynamical
co-momentum map of Arnol’d, Marsden and Weinstein and others. A slight
generalization of this construction to a special class of Riemannian manifolds
is also provided. The explicitly constructed homotopy comomentum map can
be also related to knot theory by virtue of the aforementioned hydrodynamical
interpretation. Namely, it allows for a reinterpretation of (higher-order) linking
numbers in terms of multisymplectic conserved quantities. As an aside, it also
paves the road for a semiclassical interpretation of the HOMFLYPT polynomial
in the language of geometric quantization.
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Introduction and overview

In this doctoral thesis, we are interested in developing the theory of symmetries
on multisymplectic manifolds, especially when they admit a so-called homotopy
comomentum map.
Multisymplectic structures (also called “n-plectic”) are the rather straightforward
generalization of symplectic ones when closed non-degenerate (n + 1)-forms
replace 2-forms.

Historically, the interest in multisymplectic manifolds, i.e. smooth manifolds
equipped with an n-plectic structure, has been motivated by the need for
understanding the geometrical foundations of first-order classical field theories.
The key point is that, just as one can associate a symplectic manifold to an
ordinary classical mechanical system, it is possible to associate a multisymplectic
manifold to any classical field system. Hence, from the mechanical point of
view, the passage from considering 2-forms to higher forms is equivalent to leap
from considering a single point-like particle constrained to some manifold to
considering a continuous medium, like a filament, a brane or a fluid.
The initial thrust of the theory1, essentially due to its close relationship with the
finite-dimensional geometrical description of classical fields, lost its momentum
when it was realized that an adequate notion of "observables" was not available.
The centrality of this concept, due to its fundamental role in the construction
of most quantization schemes, prompted the research to focus on different
generalized notions of symplectic manifolds, predominantly in the direction of
infinite-dimensional smooth spaces.

One of the inherent difficulties was that most of the candidates aimed at
representing the appropriate "algebra of observables", understood not only as

1Although the first instances (in local coordinates) of such structure could be traced
back to the classical work of De Donder and Weyl in the 1930’s [de 35, Wey35], what we
mean here is the modern -global- formulation. The latter was initiated by Kijowski and
Szczyrba [Kij73, KS76] in the 1970’s and definitely established in the 1990’s with the works
of Cariñena-Crampin-Ibort [CCI91] and Gotay [Got91].
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2 INTRODUCTION AND OVERVIEW

"physically" measurable quantities but also as generators of the time evolution,
suffered from the lack of identification of a suitable related algebraic structure.
Essentially, one lacked an appropriate Lie algebra structure. Early approaches
tried to cure this defect by dividing out "non-physical terms", e.g. by considering
quantities "modulo divergences".
A breakthrough happened around the year 2010 when Chris Rogers and John
Baez [Rog12] realized that a more apt structure to look for was an L∞ (strongly
homotopy) algebra rather than to expect a bonafide Lie algebra. Namely,
Rogers proved that the algebraic structure encoding the observables on a
multisymplectic manifold is the one of an L∞-algebra, that is, a graded vector
space endowed with skew-symmetric multilinear brackets satisfying the Jacobi
identity up to coherent homotopies. This idea has led to a new surge of interest
in the multisymplectic framework and, roughly five years later, a suitable notion
of "moment map" made its appearance.In [CFRZ16], Callies, Fregier, Rogers,
and Zambon, gave the definition of homotopy comomentum map as a natural
generalization of the notion of the ordinary (symplectic) comomentum map
unifying several other previous attempts to encode momenta in multisymplectic
geometry. In a nutshell, a homotopy comomentum map is an L∞-morphism
associated to certain infinitesimal actions which preserve the multisymplectic
form of a target manifold.

Therefore, the upshot is as follows: Multisymplectic manifolds, L∞ observables,
and homotopy comomentum maps are higher 2 generalizations of symplectic
manifolds, Poisson algebras, and co-moment maps.

Being the latter concept particularly subtle and technical, there are not so
many meaningful examples worked out in full details. In this thesis, we try
to address this problem by giving new insights and delivering new concrete
constructions related to homotopy comomentum maps trying to further develop
the understanding of symmetries in the context of multisymplectic geometry. For
instance, in chapter 5, we exhibit how one can explicitly construct a homotopy
comomentum map pertaining to the infinitesimal action of the volume-preserving
diffeomorphisms group of Euclidean space, and other Riemannian manifolds
with similar cohomology, upon resorting to Hodge theory. This construction
allows for a physical interpretation in terms of ideal fluids and singular vortices.
In addition, the latter can be put in relation with knot theory.

Though mechanics provided the original motivation for the foundation of
multisymplectic geometry, we stress nevertheless that mathematical-physics
is not the only source where to find instances of this class of structures. For

2We will mostly understand the "higher" term appearing here in a naive way, that is as
"going higher" in the degrees of the considered differential forms. A more cogent interpretation
of the use of this term can be provided in the language of higher categories and homotopy
theory.
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example, any orientable n-dimensional manifold can be considered (n − 1)-
plectic when equipped with a volume form. Following this purely mathematical
premise, in chapter 3 we focus our attention on multisymplectic actions of
compact groups and thus deriving existence results and explicit constructions
for homotopy comomentum maps related to actions on spheres.

A natural issue that arises when dealing with both symplectic and multisymplec-
tic structures is to investigate what relationship exists between gauge-related
multisymplectic manifolds, i.e. manifolds endowed with multisymplectic forms
lying in the same de Rham cohomology class. In chapter 4, we will focus
on the two L∞-algebras of observables associated to a pair of gauge-related
multisymplectic manifolds. To date, no canonical correspondence is known
between two gauge-related observables algebras. However, we will be able to
exhibit a compatibility relation between those observables that are momenta
of corresponding homotopy comomentum maps. Although this construction is
essentially algebraic in nature, it admits also a geometric interpretation when
applied to the particular case of pre-quantizable symplectic forms. This provides
some evidence that this construction may be related to the higher analogue of
geometric quantization for integral multisymplectic forms.

Structure of the thesis

This thesis consists of an introduction, five chapters and four appendices. The
core of the thesis is split in two parts. The first part (chapters 1 and 2) consists
of background material and the second part (chapters 3, 4, 5) contains mostly
original results.

Chapter 1 is devoted to recap the conventions of multilinear algebra adopted in
the thesis (which are more extensively explained in appendices A and B ) and
to introduce the reader to the language of L∞-algebras.

Chapter 2 is a short survey on the three cornerstone concepts upon which this
work is based. Namely, the notion of multisymplectic manifold, the definition of
the pertaining L∞-algebra of observables and the characterization of symmetries
admitting a homotopy comomentum map.

In chapter 3 we focus on multisymplectic actions of compact groups. We observe
how, in this case, the cohomological obstructions to the existence of a homotopy
comomentum map, already discussed in the literature in term of the equivariant
cohomology, can be expressed in terms of the de Rham cohomology on the
product of the acting Lie group with the base manifold. We profit from this by
giving a complete classification of proper actions of compact groups on spheres
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App. A

App. B

App. C App. D

Chapter 1

Chapter 2

Chapter 3 Chapter 4 Chapter 5

Figure 1: Structure of the chapters.

admitting homotopy comomentum maps, providing at the same time several
explicit constructions.

In chapter 4 we deal with the commutativity of a certain diagram involving
multisymplectic structures in the same cohomology class and homotopy
comomentum maps. First we discuss a motivation for this purely algebraic
problem which comes from the context of geometric quantization of symplectic
manifolds. Then, we show explicitly how the observables L∞-algebra can
be embedded into the L∞-algebra corresponding to another geometric object
called Vinogradov algebroid. At last we prove how the diagram given by the
aforementioned embedding with respect to two gauge related multisymplectic
manifold can be closed in presence of a group action admitting a homotopy
comomentum map.

Chapter 5 revolves around the explicit construction of a homotopy comomentum
map for the action of divergence-free vector fields on R3 rapidly vanishing at
infinity. This map will be called "hydrodynamical" for two main reasons: the
acting group can be interpreted as the configuration (displacement) group of
an incompressible fluid and the transgression of the corresponding homotopy
comomentum map yields the standard hydrodynamical co-momentum map
of Arnol’d, Marsden, Weinstein and others. As an application of the above
homotopy comomentum map, a reinterpretation of the (Massey) higher order
linking numbers in terms of conserved quantities within the multisymplectic
framework is provided and knot theoretic analogues of first integrals in involution
are determined.
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The chapters in appendix are intended as a survey to prepare the algebraic
framework used to present our results. In particular, the language of
Nijenhuis–Richardson algebras (see section B.1.2) will be extensively used
in chapters 1,2 and 4.

Appendix A describes our conventions involving graded vector spaces starting
from the notion of graded objects. We also recall the notion of tensor algebras
and coalgebras and lifts to coalgebra morphisms.

In appendix B we discuss the algebraic structure of the graded vector space of
multilinear maps. In particular, we focus on the space of symmetric homogeneous
multilinear maps, endow it with a non-associative algebra structure, called
Nijenhuis–Richardson product, and check its pre-Lie property. The ensuing right
pre-Lie algebra is then proved to be isomorphic to the algebra of graded skew-
symmetric multilinear maps and to the algebra of coderivation of a corresponding
symmetric tensor coalgebra.

Appendix C focuses on the combinatorial aspects involved in the definition
of the Nijenhuis–Richardson product and, consequently, in dealing with L∞-
algebras in the "multibrackets presentation". Namely, it describes unshuffle
permutations, states some properties involving the operators giving the action
of this permutations on a given graded vector spaces, and uses these ideas to
yield an explicit expression for the associator pertaining to the non-associative
algebra of multilinear maps.

At last, appendix D is a short collection of some basic definitions and properties
on graded pre-Lie algebras found scattered in the literature.

Results

This thesis aims at investigating the notion of homotopy comomentum map
and trying to work out in full detail concrete examples of interests in a different
area of mathematics. Below we summarize the main results obtained.

The first thing we want to mention cannot be qualified as a new result but we
believe it is noteworthy since it rests on an approach not conventionally used in
the multisymplectic literature.
In the presentation of the background material (chapters 1 and 2) and in chapter
4, we will heavily rely on the notion of Nijenhuis–Richardson product (which
is in particular discussed in appendix B). This choice proves to be convenient
because it allows to express explicit constructions concerning multilinear maps,
specifically the multibrackets of certain L∞-algebras, without having to deal with
the combinatorial details implied by the constructions themselves. In a certain
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sense, this places us at an intermediate level of abstraction between the original
presentation of Lada and Stasheff [LS93] and more abstract presentations, for
example via operads [LV12], in which the central matter is no longer how certain
multilinear maps act on vectors but it is given by the maps themselves, together
with their composition rules. In other words, this promotes the philosophy to
focus on multibrackets, interpreted as morphisms in the category of graded
vector spaces, without referring to their internal structure.

The core of the appendix can be subsumed by the following theorem

THEOREM A (Thm B.3.1). Let V be a graded vector space, denote by
M sym(V ) and M skew(V ) the graded vector spaces of symmetric and skew-
symmetric multilinear maps from V into itself. One has the following sequence
of isomorphisms in the category of graded right pre-Lie algebras

(M skew(V [−1]),C) (M sym(V ),J) (coDer(S(V )),J)Dec
∼=

L̃sym

∼=

where:

- J and C denote respectively the symmetric and skew-symmetric Nijen-
huis–Richardson product;

- coDer(S(V )) denote the space of coderivations on the reduced symmetric
Tensor coalgebra S(V );

- Dec is the décalage operator pertaining to multilinear maps;

- L̃sym denotes are the lift operators to the symmetric tensor coalgebra.

Being the above three algebras isomorphic, it is legitimate to regard them as a
single object i.e. as the Nijenhuis–Richardson algebra pertaining to the graded
vector space V . Accordingly, one could talk of three different "presentations"
of the Nijenhuis–Richardson algebra; respectively in terms of skew-symmetric
multibrackets, symmetric multibrackets and coderivations. In proposition B.1.27
we also provided explicit formulas regarding the failure of the associativity in
both the symmetric and skew-symmetric "Nijenhuis–Richardson algebras".
In this framework, it is immediate to view L∞-algebras structures on the graded
vector space V as 2-nilpotent degree 1 elements in the Nijenhuis–Richardson
algebra.

Next, we proceed to state the main results of the present work, expounded from
chapter 3 onwards.
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Chapter 3

The contents of this chapter are based on a paper co-authored by the author of
the present thesis with Leonid Ryvkin [MR20b].

In this chapter, we expand the panorama of examples of homotopy comomentum
maps by giving new insights on multisymplectic actions of compact groups
and thus deriving existence results and explicit constructions for homotopy
comomentum maps related to actions on spheres.
The first novel result presented is the solution of the existence problem for
homotopy comomentum maps (HCMM) pertaining to compact effective group
actions on high-dimensional spheres seen as multisymplectic manifolds (with
respect to the standard volume form).

THEOREM B (Prop. 3.2.5 and Thm 3.3.4). Let G be a compact Lie
group acting multisymplectically and effectively on the n-dimensional sphere Sn
equipped with the standard volume form.
Then the action admits a homotopy comomentum map if and only if n is even
or the action is not transitive.

Independently from the proof, which was mainly based on results in algebraic
topology, we also exhibited non-trivial classes of examples.

• The action of SO(n) on Sn is not transitive, hence it admits a homotopy
comomentum map for all n. We give an explicit construction for such
a homotopy comomentum map in Subsection 3.2.1 that extends the
construction given in [CFRZ16] only up to the 5-dimensional sphere.

• The action of SO(n + 1) on Sn admits a homotopy comomentum map
for even n only. For the cases where such a homotopy comomentum map
exists, giving explicit formulas seems to be a non-trivial task. We give
explicit formulas for the first two components f1 and f2 in terms of the
standard basis of so(n) in Subsection 3.3.1, leaving an explicit description
of the higher components as an open question. The core idea will be
to focus on the particular cohomology of the acting group rather than
working on the analytical problem of finding the primitives required for
the construction of the components of a homotopy comomentum map.

• For SO(4) acting on S3 no homotopy comomentum map exists. However,
this problem can be fixed by centrally extending the Lie algebra so(n) to a
suitable L∞-algebra (c.f. [CFRZ16, MZ20]). For instance, the Lie algebra
so(2n) (giving the action of SO(2n) on S2n−1 preserving the (2n-1)-plectic
volume form) could be extended to an L∞-algebra concentrated in degrees
from 0 to (2− 2n).
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• Apart from the previous constructions, which all pertain to the
multisymplectic structure given by the volume, we also discuss the
existence of another natural homotopy comomentum map that can be
associated to the action of the exceptional group G2 on S7.

Chapter 4

The contents of this chapter are based on a preprint co-authored by the author
of the present thesis and Marco Zambon [MZ21].

In chapter 4, we study the higher (multisymplectic) analogue of the standard
embedding of the observables Poisson algebra pertaining to a symplectic manifold
into the space of sections of the corresponding Lie algebroid. Namely, we produce
the following explicit construction for the embedding of the observables L∞-
algebra of a given n-plectic manifold into the L∞-algebra pertaining to the
corresponding Vinogradov (or higher Courant) algebroid:

THEOREM C (Thm. 4.4.1 and Cor. 4.4.3). Let be n ≤ 4. Consider
an n-plectic manifold (M,ω) and take the corresponding Vinogradov (higher
Courant) algebroid En := TM ⊕Λn−1T ∗M twisted by ω. Denote by L∞(M,ω)
the observables L∞-algebra associated to the former and by L∞(En, ω) the L∞-
algebra associated to the latter.
There is a L∞-algebra embedding Ψ defined by the following diagram

L∞(M,ω) L∞(En, ω)

(A, π) (A, µ)

Ψ

∼

∼
Φ

Where:

• A is a graded vector subspace of L∞(En, ω) concentrated in degrees 0 ≤
k ≤ 1−n. It consists of Hamiltonian pairs (pairs composed of Hamiltonian
forms together with the corresponding Hamiltonian field) in degree 0 and
differential (n− 1 + k)-forms in degree −k.

• π and µ denote respectively the restriction of the L∞-algebra structures
of L∞(M,ω) and L∞(En, ω) to the graded vector space A.

• Φ is a L∞-isomorphism given in components by

Φn :=
(

2n−1

(n− 1)!Bn−1

)
〈·, ·〉C(n−1)

− : A∧k → A
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where Bk denotes the k-th Bernoulli number, 〈·, ·〉− is the skew-
symmetric pairing operator on En, and superscript C(k) denotes the
Nijenhuis–Richardson product of the given operator with itself k times.

The proof relies on the observation that the two aforementioned L∞-structures
π and µ on A can be reconstructed, via the Nijenhuis–Richardson product,
out of the same set of just four graded skew-symmetric multilinear maps. We
establish the existence of the embedding for n ≤ 4 but we expect the proof to
extend to the case of arbitrary n.
Nevertheless, this result is a generalization of a similar construction performed
by Rogers [Rog13] in the 2-plectic case involving the ordinary twisted Courant
algebroid.

Given the embedding Ψ, we investigated its compatibility with Homotopy
comomentum maps and gauge transformations:

THEOREM D (Thm. 4.5.1). Consider two gauge related n-plectic forms ω
and ω̃ := ω + dB on the smooth manifold M . Consider a smooth action of the
Lie group G on M admitting homotopy comomentum map with respect to both ω
and ω̃. Denote by f : g→ L∞(M,ω) and f̃ : g→ L∞(M, ω̃) the two homotopy
comomentum maps. Denote by (En, ω) the Vinogradov Algebroid twisted by ω.
The following diagram commutes in the category of L∞-algebras:

L∞(M,ω) L∞(En, ω)

g

L∞(M, ω̃) L∞(En, ω̃)

Ψ

τB

f

f̃ Ψ

where Ψ is the embedding introduced in theorem C and the rightmost vertical
arrow is the gauge transformation isomorphism L∞(En, ω) ∼= L∞(En, ω̃).

Carrying out this construction in the 1-plectic case, it is possible to interpret
the morphism Ψ in term of prequantization. We suppose that our construction
could play a similar role in the prequantization of higher dimensional systems.

Chapter 5

The contents of this chapter are based on two papers co-authored by the author
of thesis and Mauro Spera [MS21, MS20].

In this chapter, we exhibit a homotopy comomentum map pertaining to the
action of the infinitesimal action of divergence free vector fields, i.e. the infinite-
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dimensional Lie algebra sDiff0, on the three dimensional Euclidean space, that
is a 2-plectic manifold with respect to the standard volume form ν:

THEOREM E (Thm. 5.1.10). The infinitesimal action of v : g → X(R3),
concretely given by the inclusion of divergence free fields in the set of all vector
fields, admits a homotopy comomentum map (f) with components fj : Λjg→
Ω2−j(R3) given by

f1 = [ ◦ curl−1

f2 = ∆−1 ◦ δ ◦ µ2

where µ2(p) := f1(∂p) + ι(vp)ω (a term introduced in remark 2.4.11), δ is the
de Rham induced by the Hodge structure, and the inverse of the vector calculus
operators involved, curl and ∆, have to be thought of as their corresponding
Green operators (hence they are not unique).

This object has an interesting interpretation in the context of fluid dynamics
since it transgresses to the standard hydrodynamical co-momentum map of
Arnol’d, Marsden and Weinstein and others. In theorem 5.1.16, we also show
how this construction could be then generalized to a suitable class of Riemannian
manifolds. Furthermore, we discuss a covariant phase space interpretation of
the coadjoint orbits associated to the Euler evolution for perfect fluids and, in
particular, of Brylinski’s manifold of smooth knots.

The last observation prepares the ground for an application of the aforementioned
homotopy comomentum map in the context of knot theory. Namely, we provide
a reinterpretation of the (Massey) higher order linking numbers in terms of
conserved quantities within the multisymplectic framework thus determining
knot theoretic analogues of first integrals in involution.

THEOREM F (Prop. 5.3.5, Thm. 5.2.10 and 5.3.6). Consider a n-link
L =

∐n
i=1 Li with Li : S1 → R

3 the parametrization of the i-th component.

• The velocity 1-form vL (definition 5.2.8) pertaining to L is an Hamiltonian
form of L∞(R3, ν) and it lie in the image of the homotopy comomentum
map f given in the previous theorem (in other terms, vL is a "momentum"
with respect to the action of divergence free fields).

Consider the case that the n-link L above satisfies the property that the
cohomology classes of all Massey 2-forms Ωij := vi ∧ vl, for any pairs of
components i and j of L, vanish in the cohomology of the link H(S3 \ L). In
other words, all mutual first order linking numbers are zero.
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• The primitive vij corresponding to the Massey form Ωij are Hamiltonian
with Hamiltonian vector field given by ξij = [ · ∗ · Ωij. Hence they are in
particular momenta with respect to the homotopy comomentum map given
above (i.e. f1(ξij) = vij).

• vij are strictly conserved quantities (see definition 2.2.27) along the flow
given by the velocity 1-form vL associated to the link.

• The commutation rule (with respect to the binary brackets {·, ·} of
L∞(R3, ν))

{vij , vk`} = 0

holds for any given primitives of two arbitrary Massey 2-forms.

The second part of the previous statement can be easily expressed for any
higher-order linking number, of order greater than 2. The derivation of the
previous results essentially relies on the vortex theoretic approach to n-links.
Considering fluid configurations with linked singular vortices is the cornerstone
idea for building our bridge between multisymplectic geometry and knot theory.
By further pursuit of this path, it was also possible to give a semiclassical
interpretation of the HOMFLYPT polynomial, building on the Liu-Ricca
hydrodynamical approach to the latter and on the Besana-Spera symplectic
approach to framing.

Previous works

As explained in the previous section, most of the original results presented
here also appeared in the following four preprints [MS21], [MR20b], [MS20] and
[MZ21]. To date, three of them have been accepted for publication.

This project owes a lot to the recent development in multisymplectic geometry
published in the last ten years.
In large part, our research is built upon the works written by Chris Rogers
[Rog12, Rog11, Rog13], Marco Zambon [Zam12, FLGZ15, CFRZ16] and Leonid
Ryvkin [RW15, RWZ20, Ryv16, RW19], together with their collaborators John
Baez, Martin Callies, Yael Fregier, Camille Laurent-Gengoux, and Tilmann
Wurzbacher.

All our considerations regarding the possible application of multisymplectic
geometry in knot theory are instead motived by a series of articles authored
by Alberto Besana, Vittorio Penna and Mauro Spera [BS06, PS89, PS92, PS00,
PS02, Spe06].
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The contents of the appendix draw inspiration from numerous lecture notes
and sources available online. Above all, especially in what pertains the
identification of the algebraic structure of the graded space of skew-symmetric
multibrackets, we should pinpoint the course on deformation theory by Marco
Manetti [Man11b].

We also want to mention that the present work has been submitted shortly
after the publication of the thesis, bearing a similar title, authored by Leyli
Mammadova [Mam20]. Both theses share a comparable background material but
differ, though, in the different flavour used to present it. Her novel results mainly
concern two further generalizations of the notion of homotopy comomentum
map given by the so-called weak homotopy comoment map and L2 moment
maps.

Conventions

Throughout the thesis we will essentially work within two categories only.
On the algebraic side, we will mostly work in the category of graded (non-
necessarily finite dimensional) vector spaces and, on the geometric side, we
will mainly deal with finite dimensional smooth real manifolds. Accordingly,
the composition of maps3, mostly indicated with the symbol ◦, will be often
denoted by simple juxtaposition in those situations where it cannot be confused
with the point-wise product of functions. When dealing with multilinear maps,
we will introduce the Gerstenhaber, symmetric Nijenhuis–Richardson, and skew-
symmetric Nijenhuis–Richardson products, denoted respectively by �,J and
C. These can be thought of as suitable notion of composition between two
multilinear maps.

Our conventions in graded multilinear algebra will be extensively recalled in
section 1.1 and further justified in appendix A. We only mention here that, for
any given graded vector space V , we will seamlessly identify linear maps from
V ⊗n, V �n or V ∧n intoW with maps×k

V →W of arity k enjoying respectively
the extra property of being multilinear, multilinear graded symmetric and
multilinear graded skew-symmetric.
In what pertains to homological algebra, given any cochain complex C = (C•, d)
we denote by Zk(C) = ker(d(k)) the subgroup of cocycles and by Bk(C) =
d Ck−1 the subgroup of coboundaries. In the case of chain complexes, we
employ the same notation with lower indices.

3In this text, function composition is always meant as precomposition (f ◦ g)(x) = f(g(x));
in other terms, we apply transformations on the left. The same convention holds for the
composition of morphism in any category as in [Mac78, S 1.8].
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On the geometric side, all our objects will be smooth unless differently
specified. We will take for granted the notions of smooth manifold, smooth
map, diffeomorphism, smooth bundle, vector field, differential form, and de
Rham calculus. In particular, all the manifolds considered will be smooth,
finite-dimensional, Hausdorff, and second-countable. In section 2.1, we will
state our conventions regarding the Cartan calculus of multi-vector fields. We
only stress here that the contraction operator ι with decomposable multi-vector
fields p = ξ1 ∧ · · · ∧ ξn will be given by ιp = ιξn . . . ιξ1 .

The vast majority of this work deals with the notion of symmetry in the
sense of group actions on smooth manifolds. We take mostly for granted the
notions of Lie group, Lie algebra, G-principal bundle, smooth Lie group action,
(infinitesimal) Lie algebra action, and equivariant map. We will denote by Ad
the adjoint action of a Lie group on itself, by ad the representation of the Lie
group on its Lie algebra, and by ad∗ the coadjoint representation of the group on
the dual of its Lie algebra. Left (smooth) actions will be employed throughout,
unless differently specified (see for instance 3.0.2). Hence, by θ : G	M we
mean a group homomorphism ϑ : G→ Diff(M) into the diffeomorphism group,
understanding the group structure on Diff(M) again as precomposition, that
is smooth in the appropriate sense. (A right action is, on the other hand,
given by an antihomomorphism.) The corresponding Lie algebra action will be
the morphism of Lie algebras g → X(M) given by fundamental vector fields
according to the prescription of equation (2.25).

In what concerns the combinatorics involved in this work, most of the
constructions that we will encounter will be expressed in terms of unshuffles.
We denote by Sn the group of permutations of n elements and by unsh(i1,...,i`)
the subgroup of (i1, . . . , i`)-unshuffle permutatations. Recall that σ ∈ Sn is
a (i, n − i)-unshuffle if σk < σk+1 for any k 6= i. Further details are given in
appendix C.

In the appendix, we will make elementary use of some basic concepts in category
theory like functor, natural transformation, limits, colimits, and monoidal
structure.





Part I

Background
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Chapter 1

L∞-algebras

L∞-algebras, also known as strongly homotopy Lie algebras or SH Lie algebras,
are a generalization of Lie algebras where one requires that the Jacobi equation
is satisfied only up a controlling term.
According to Stasheff [Sta19], the idea of considering "Jacobi equations up
to homotopy" began to sprout in conjunction with the developments in
homotopy theory occurring during the mid-20th century. However, the precise
mathematical formalization of "strongly homotopy Lie algebras" only appears
in 1993, in a greatly influential paper by Lada and Stasheff [LS93]. The authors
seemed prompted to crystallize this concept after its progressive and ubiquitous
appearance, roughly sparked in the eighties, in the many different branches
of theoretical physics. In fact, some first examples had already been found in
supergravity, string theory and quantization (see [na20l] for an updated list of
applications in physics).
Besides their physical applications, L∞-structures took a crucial role in
deformation theory exemplified by the Deligne’s leading principle that
deformation of any given algebraic structure or geometric structure is governed
by a strong homotopy algebra [Del87].
In the last decade, they also began to assume a prominent role in the context of
the geometric approach to classical (in the sense of "local" and "prequantum")
field theory, i.e. the classical mechanics of system with a continuum of degrees
of freedom. Namely, Baez and Rogers noticed the existence of an infinite-
dimensional L∞-algebra behaving like the analogue for continuum media of the
observables (Poisson) algebra of ordinary mechanical systems. This observation
leads to the introduction of the so-called (Rogers) L∞-algebra of observables to
any multisymplectic manifold [Rog12].
The latter concept will be of pivotal importance in the following chapters. In

16
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particular, most of the results involving the multisymplectic analogue of moment
maps can only be correctly phrased in the language of L∞-structures.

In this chapter, we present some background material on L∞-algebras. The
contents are not new in their substance (which can largely be found in the
seminal articles [LS93, §3][LM95] as well as in more recent surveys like [Sch09,
Ch. 2, §1], [DMZ07, §6],[Ryv16] and [Rei19]) but are somehow "new" in the
form of their presentation. Namely, our discussion relays heavily on the notion
of Nijenhuis–Richardson products between graded multilinear maps.
The main motivation for this unusual choice is that it allows to perform
computations on "multibrackets" in a relatively more agile way with respect to
dealing with expressions evaluated on arbitrary lists of objects. Furthermore,
this notation allows to keep track more easily of many prefactors involved in
the combinatorics underlying the theory of L∞-algebras without requiring to
pass to others layers of abstraction (like coderivations or operads) that are not
perfectly suited for the kind of explicit constructions that we desired to deliver.

Specifically, in section 1.1 we explicitly state the conventions in graded multi-
linear algebra, including the definition of Nijenhuis–Richardson algebras, that
will be employed throughout this thesis. This section is meant as a summary
of the contents of appendices A and B which are self-contained surveys on
the Nijenhuis–Richardson products starting from the basics in graded linear
algebra.
In section 1.2, we discuss three possible equivalent perspectives on L∞-algebras.
Namely as a graded vector space with a family of skew-symmetric multibrackets
satisfying Higher Jacobi equations, as a graded vector space with a family of
symmetric multibrackets satisfying (symmetric) Higher Jacobi equations and as
a cofree graded cocommutative coalgebra endowed with a degree 1 codifferential.
We also give explicit expressions for morphisms and their composition. Finally, in
subsection 1.2.4 we discuss some examples related to the specific L∞-structures
studied in the rest of the thesis.

1.1 Conventions in Graded multi-linear algebra

Most of the objects of this thesis sit in the category of Z-graded vector spaces.
From now on, we will often drop the Z and simply talk about graded vector
space. In this section we summarize the conventions that will be adopted in the
body of this text. The rationale of these notations, especially in what pertains
the so-called "Koszul convention", are more extensively explained in appendices
A and B.
We think of graded vector space as a functor between the set Z, seen as a discrete
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category, and the category of (not necessarily finite-dimensional) vectors spaces
V ect over the field field R in characteristic 0 (it will always be the field of real
numbers in what pertains this text). We write a graded vector space as

V = (k 7→ V k) .

In practical terms, a graded vector space can be thought of as a family of vector
spaces parametrized by Z. We denote by V ⊕ =

⊕
n∈Z V

n the ordinary vector
space obtained as a direct sum of all the components of the graded vector space
V (see lemma A.1.15 and remark A.1.19 in appendix).
We call V k the k-th component of V and an element v ∈ V k is called homogeneous
element in degree k. We denote by | · | the grading map giving for any
homogeneous element v ∈ V k, for any k ∈ Z, its degree k. We say that
the graded vector space is concentrated in degree n if V k = 0 for k 6= n.
Ordinary vector spaces will be regarded as graded vector spaces concentrated
in degree 0.
Morphisms between graded vector spaces ϕ : V → W are natural
transformations between the corresponding functors, hence, they are defined by
a collection of linear maps maps

ϕ = {ϕn ∈ HomV ect(V n,Wn)}n∈Z .

We will refer to elements in HomV ectZ(V,W ) as graded-morphisms or degree
preserving (linear) maps. Epimorphisms, monomorphisms and isomorphisms
in V ectZ are given by collections of epimorphisms, monomorphisms and
isomorphisms in V ect, hence by surjective, injective and invertible linear maps
respectively.

The category V ectZ is closed, the hom space between two given graded vector
spaces is a graded vector space given by

HomV ectZ(V,W ) =
(
k 7→ HomV ect(V k,W k)

)
. (1.1)

We will often neglect this "internal grading" understanding it as the ordinary
vector space obtained by direct sum on all the components, note that one has

HomV ectZ(V,W )⊕ = HomV ect(V ⊕,W⊕) .

The category V ectZ inherit from V ect the property to be Abelian and thence
complete and cocomplete. In particular limits in V ectZ are constructed out of
collections of limits on the components. For instance, the direct sum of graded
vector spaces is defined as the graded vector space given as follows:

V ⊕W := (k 7→ V k ⊕W k) .
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The action of the shift endofunctor [k] : V ectZ → V ectZ, for any k ∈ Z, is given
on components as

(V [k])i = V k+i .

An homogeneous vector of v ∈ V in degree |v| = n can be seen as an
homogeneous vector of V [k] in degree (n − k), the latter will be denoted
as

v[k] ∈ (V [k])(n−k)

i.e. |v[k]| = |v| − k. By definition, one has the following identification of functors
[k][`] = [`][k] = [k + `] (see subsection A.1.2).
Beside the shift functor, we will sometimes make use of the following two
functors altering the grading of graded vector spaces. We call Truncation up to
degree n the functor

Trn : V ectZ V ectZ(
k 7→ V k

) (
k 7→

{
V k if k < n

0 if k ≥ n

)
, (1.2)

and call degree reversingthe functor

\ : V ectZ V ectZ(
k 7→ V k

) (
k 7→ (\V )k = V −k

) . (1.3)

In both cases, the action on morphisms is the obvious one.

We call homogeneous map in degree n between the graded vector spaces V and
W any graded morphism

f : V W [n]
v (f(v))[|f |]

,

where |f | = n. Homogeneous maps in degree 0 are the graded morphisms
defined above. The action of the shift functor [`] on an homogeneous map
f : V →W [|f |] (c.f. remark A.2.27) is given by

f [`] : V [`] W [|f |][`]
v[`] (f(v))[|f |][`]

.

By the closedness property of the category V ectZ, also homogeneous maps in
a fixed degree n forms a graded vector space. Neglecting again this internal
grading, we define the graded vector space of homogeneous map in any degree
as

HomV ectZ(V,W ) :=
(
k 7→ (HomV ectZ(V,W [k]))⊕

)
. (1.4)
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All the algebraic structures considered in this thesis will be graded linear, hence
they could be thought of as graded vector spaces endowed with extra structure
hence as subcategories of V ectZ. Therefore, from now on, we will omit the
subscript V ectZ when denoting the hom-spaces defined in equations (1.4) and
(1.1). Furthermore, we will often refer to element in Homk(V,W ) simply as
linear maps (in degree k). We stress that in our convention only homogeneous
maps of degree 0 are "morphisms", hence when we will write a diagram in the
category V ectZ of graded vector space, arrows have always to be interpreted as
degree 0 linear maps. We will also employ the following decorated notation for
particular subclasses of morphisms:

� monomorphism, i.e. degree-wise injective,
� epimorphism, i.e. degree-wise surjective,
↪→ inclusion monomorphism,
∼−→ isomorphisms, i.e. degree-wise invertible.

The category of graded vector spaces inherits the symmetric monoidal structure
from the category of ordinary vector spaces. Namely, we define the tensor
product of two graded vector spaces V and W as the graded vector space

V ⊗W :=

k 7→ ⊕
i+j=k

Vi ⊗Wj

 .

The action of the tensor product functor on any given graded morphisms
fi : Vi →Wi, i.e. degree 0 homogeneous maps, is a graded morphism given by

f1 ⊗ f2 : V1 ⊗ V2 W1 ⊗W2
u1 ⊗ u2 f1(u1)⊗ f2(u2)

The respective symmetric braiding is given, for any graded vector space V and
W , by the graded linear isomorphism BV,W , defined on homogeneous elements
by

BV,W : V ⊗W W ⊗ V
x⊗ y (−)|x||y|y ⊗ x

.

The choice of that sign prefactor in the definition of the braiding takes the name
of Koszul convention.
Out of this convention (see section A.2.1), one can introduce the décalage
isomorphism, defined on any n-tuple of graded vector spaces (V1, . . . , Vn) as:

dec : V1[1]⊗ · · · ⊗ Vn[1] (V1 ⊗ · · · ⊗ Vn)[n]
v1[1] ⊗ . . . vn[1] (−)

∑n

i=1
(n−i)|vi|(v1 ⊗ · · · ⊗ vn)[n]

∼
. (1.5)
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For any homogeneous maps f ∈ Hom|f |(V,W ), f ′ ∈ Hom|f
′|(V ′,W ′) we define,

with a slight abuse of notation (see notation A.2.25), f ⊗ f ′ ∈ Hom|f |+|f
′|(V ⊗

V ′,W ⊗W ′) as the homogeneous map acting on homogeneous elements as

f ⊗̃ f ′ : V ⊗ V ′ (W ⊗W ′)[k + k′]
v ⊗ v′ (−)|v||f ′|(f(v)⊗ f ′(v′))[|f |+|f ′|]

. (1.6)

Accordingly, there is also a sign rule for the composition of tensor products of
homogeneous maps:

(f ′ ⊗ g′) ◦ (f ⊗ g) = (−)|g
′||f |(f ′ ◦ f)⊗ (g′ ◦ g) . (1.7)

Since V ectZ is a symmetric monoidal category, for any graded vector space V
and for any positive integer n there are two canonical representation of the
symmetric group Sn over V ⊗n = ⊗nV . We denote by Bσ and Pσ the even,
respectively odd, representation of the permutation σ ∈ Sn on a given V ⊗n,
namely

Bσ : V ⊗n V ⊗n

x1 ⊗ · · · ⊗ xn ε(σ;x1, . . . , xn)xσ1 ⊗ · · · ⊗ xσn

and Pσ = (−)σBσ. The coefficient ε(σ;x1, . . . , xn) is the so-called Koszul sign
and it is defined as the sign of the sub-permutation of σ involving only elements
in odd-degree (see remark A.2.32 and A.2.34 for further details). We will usually
omit the dependence on the list of graded vectors since it should appear clear
from the context. Namely we will often abuse the notation ε(σ;x1, . . . , xn) by
writing ε(σ), and writing χ(σ) := ε(σ)(−)σ for the sign involved in the definition
of Pσ, also called odd Koszul sign.
Given any subset I ⊂ Sn of the group of permutations of n-elements, we denote
by BI and PI the operator giving the sum on all the elements of S:

BI =
∑
σ∈I

Bσ , PI =
∑
σ∈I

Pσ ,

we will often refer to them as the even and odd permutator of I. Observe that
the décalage isomorphism determine a natural transformation between the even
and odd representation of Sn, namely the following diagram commutes in the
graded vector spaces category (see remark A.2.23 and proposition A.2.37):

(V [1])⊗n (V ⊗n)[n]

(V [1])⊗n (V ⊗n)[n]

dec

Bσ (Pσ)[n]

dec

.
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We denote by �nV = V �n and ΛnV = V ∧n the spaces of coinvariant elements
with respect to the even and odd representation of Sn. One has the following
splitting sequence in the category of graded vector spaces

0 ΛnV
⊗n

V
⊙n

V 0
Na πs

πa Ns

. (1.8)

We refer to proposition A.2.41 in appendix (specifically to equation (A.11)) for
the explicit definition of all these mappings. We only mention here that, on the
symmetric side, one has

πs : x1 ⊗ · · · ⊗ xn 7→ x1 � · · · � xn ,

Ns : x1 � · · · � xn 7→

(∑
σ∈Sn

xσ1 ⊗ · · · ⊗ xσn

)
,

(1.9)

and their composition yields the (graded) symmetrizator operator

S(n) := 1
n! Ns ◦ πs ≡

(∑
σ∈Sn

1
n!Bσ

)
.

The décalage isomorphism restrict compatibly with these space of coinvariants,
namely the following diagram commutes (see lemma A.2.43):

(V �n)[n] (V [1])∧n

(V ⊗n)[n] (V [1])⊗n

(V ∧n)[n] (V [1])�n

dec
∣∣
V�n

dec

dec
∣∣
V∧n

(1.10)

1.1.1 Tensor algebras and coalgebras

Given a graded vector space V we denote the tensor, symmetric tensor, and
skew-symmetric tensor spaces1 respectively as the graded vector spaces:

T (V ) :=
⊕
n≥1

V ⊗n , S(V ) :=
⊕
n≥1

V �n , Λ(V ) :=
⊕
n≥1

V ∧n .

1In the literature these spaces are usually called reduced tensor spaces (see e.g. [Man11c,
Rei19]) in order to distinguish them from the (augmented) tensor spaces. The latter are
defined by a similar summation with index n starting from 0 and by implicitly assuming
that T (V )0 = S(V )0 = Λ(V )0 = R. We do not need this case in the body of the thesis, the
(augmented) case is only mentioned in appendix A.
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At times, we will also adopt the notation S(V ) = S≥1(V ) to stress the fact
that the direct summutation runs on non-negative degrees. Observe that,
according to this definition, T (V )k = V ⊗k if and only if V is a graded vector
space concentrated in degree 1. These spaces carry a natural structure of
(not unital) graded associative algebra given by the action of ⊗,� and ∧
on vectors, and a (not counital) coassociative coalgebra structures given by
deconcatenation. In particular S(V ) and Λ(V ) are graded (co)commutative
and graded (co)anticommutative respectively. We call decomposable element
in the Tensor algebra any element that can be expressed as tensor product of
given vectors.

In what follows we will essentially only concerned with the coalgebra structure
on S(V ), we refer to appendix A, and references therein, for a more exhaustive
discussion of the subject. For the rest of this subsection we will only state
some basic notations2. We will denote, with a slight abuse of language, the
deconcatenation and unshuffled deconcatenation with the same symbol ∆ (see
definitions A.3.42 and A.3.50 for the explicit expressions). We recall that a
coalgebra morphism from T (V ) to T (W ) is a graded vector space morphism
f : T (V ) → T (W ), hence a degree 0 homogeneous map, compatible with the
coproduct. We denote by

HomcoAlg(T (V ), T (W )) :=
{
F ∈ Hom(T (V ), T (W ))

∣∣∣ ∆ ◦ F = F ⊗ F ◦∆
}

the graded set of all coalgebra morphisms. We stress that it does not respect
the linear structure of Hom(T (V ), T (W ) thus it is only a graded subset.
Fixed a coalgebra morphism F ∈ HomcoAlg(T (V ), T (W )), we recall that a
degree k F -coderivation (see section B.2.1) of the coalgebra T (V ) is a degree k
homogeneous linear mapQ : T (V )→ T (W ) such that ∆◦Q = (Q⊗F+F⊗Q)◦∆.
To explain the terminology, notice that this equation is what one obtains
dualizing the property of being a derivation of an algebra. We denote the
graded vector space of coderivations along F as

coDer(T (V ), T (W );F ) .

We denote by coDer(T (V )) the special case where W = V and F is given by
the identity. Elements in coDer(T (V )) will be simply called coderivations. The
same definitions applies, mutatis mutandis, also to the symmetric coalgebra
case.

Tensor (co)algebras enjoy the special properties to be (co)-free objects with
respect to certain subcategories of graded (co)-algebras. This feature can

2We point out that that the notation employed here slightly depart to the more decorated
notation used in the appendix. See notation A.3.58.
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be expressed by universal properties that can in turn be translated into the
following lemmas (stated for the symmetric case but analogue results hold for
T (V ) and Λ(V )):

Lemma 1.1.1 (Lift to a coalgebra morphism (Prop. A.3.54 and Thm. A.3.56)).
There is a bijection between morphisms of coalgebras F : S(V ) → S(W ) and
morphisms of graded vector spaces f : : S(V ) → W . Namely the following
graded sets are isomorphic

HomcoAlg(S(V ), S(W )) Hom(S(V ),W )
⊕

n≥1 Hom(V �n,W )
F pW ◦ F (pW ◦ F

∣∣
V
, . . . , pW ◦ F

∣∣
V �n

, . . . )
Lsym(f) f =

⊕
i≥1 fi (f1, . . . , fn, . . . )

∼ ∼

where the direct function is called corestriction and is obtained by postcomposi-
tion with the standard projection pW : T (W ) � W , and the inverse is called
(unique) lift to a coalgebra morphism and is given explicitly by

Lsym : Hom(S(V ),W ) HomcoAlg(S(V ), S(W ))

f
∑
n>0

n∑
s=1

πs ◦

 ∑
i1+···+is=n

0<i1≤i2≤···≤is

(fi1 ⊗ · · · ⊗ fis) ◦B<i1,...,is

 ◦Ns
(1.11)

Ns, πs are the operator defined by equation (1.9) and B<i1,...,in ≡ Bunsh<(i1,...,in)

denotes the sum on all the ordered (i1, . . . , in)-unshuffles (ordered unshuffleator,
see definition C.2.4), i.e. the sum runs through all (k1, · · · , k`)-unshuffles σ
satisfying the extra condition

σ(k1 + · · ·+ kj−1 + 1) < σ(k1 + · · ·+ kj + 1) if kj−1 = kj .

Given a coalgebra morphism F : S(V )→ S(W ), we call its k-th corestriction
the symmetric multilinear operator

fk = pW ◦ F
∣∣∣∣
V �k

: V �k →W .

Notation 1.1.2. The linear operator between square brackets in equation (1.11)
will appear again in our constructions. We single out the following definition
for future reference.
Given a f ∈ Hom(T (V ),W ), eventually expressible as a collection (fi, . . . , fk, . . . )
with fk ∈ Hom(V ⊗k,W ), for any 1 ≤ ` ≤ m, We denote by S`,m(f) the graded
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multilinear map V ⊗m →W⊗` defined as

S`,m(f) =

 ∑
k1+···+k`=m
1≤k1≤···≤k`

(fk1 ⊗ · · · ⊗ fk`) ◦B<k1,...,k`

 . (1.12)

With this notation one has:

Lsym(f) =
∑
m>0

m∑
`=1

πs ◦S`,m(f) ◦Ns .

Equation (1.11) permits to lift uniquely any graded morphisms, i.e. degree 0
homogeneous maps, to a coalgebra morphisms. A similar construction applies
also to homogeneous maps in arbitrary degree, yielding this time a unique lift
to a coderivation:

Lemma 1.1.3 (Lift to a coderivation [LM95, Lemma 2.4]). Given any graded
morphism f1 : V → W , denote by f : S(V ) → W its trivial extension to
the whole symmetric tensor space, there exists a bijection between degree k
coderivations Q : S(V ) → S(W ) and degree k linear maps q : S(V ) → W .
Namely the following graded vector spaces are isomorphic

coDer(S(V ), S(W );Lsym(f)) Hom(S(V ),W )
⊕

n≥1 Hom(V �n,W )
Q pW ◦Q (pW ◦Q

∣∣
V
, . . . , pW ◦Q

∣∣
V �n

, . . . )
L̃sym(q) q =

⊕
i≥1 qi (q1, . . . , qn, . . . )

∼ ∼

where the direct function is the corestriction as in lemma 1.1.3 and inverse
is called (unique) lift to a F -coderivation, with F = Lsym(f), and is given
explicitly by

L̃sym : Homk(S(V ),W ) coDerk(S(V ), S(W );F )

q
∑
n>0

n∑
s=1

πs ◦
[(
qn−s+1 ⊗ f⊗(s−1)

)
◦Bn−s+1,s−1

]
◦Ns

(1.13)
where Ns, πs are the operators defined by equation (1.9) and Bn−s+1,s−1 ≡
Bunsh(n−s+1,s−1) denotes the sum on all (n− s+ 1, s− 1)-unshuffles.

Note that the term between square brackets in equation (1.13) is a graded linear
operator V ⊗n → W⊗s. In the case that V = W and f1 = 1, one has that
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F = 1 and f⊗n = 1n; the corresponding term play a role in the definition of
the Nijenhuis–Richardson product.
More explicitly, for any given degree k homogeneous map m ∈ Homk(S(V ), V ),
the action of its lift on homogeneous elements is given by:

L̃sym(m) (x1, . . . , xn) :=
n∑
i=1

∑
σ∈unsh(i,n−i)

ε(σ) mi(xσ1 , . . . , xσi)� xσi+1 � · · · � xσn ,

(1.14)
where unsh(i,j) denotes the subgroup of (i, j)-unshuffles in the permutation
group Si+j .

The use of the term "lift" follows from the commutativity of the following
diagrams in the category of graded vector spaces:

S(V ) S(W )

W

F=Lsym(f)

f
pW

,

S(V ) S(W )[|q|]

W [|q|]

Q=L̃sym(q)

q pW [|q|] .

Observe that for degree 0 linear maps, i.e. graded morphisms, both the lift to a
coalgebra morphism and the lift to a coderivation are well-defined. This specific
case requires to use the decorated notation L and L̃ to distinguish between the
two possible lifts.

1.1.2 Differential graded vector spaces

We call a differential graded vector space any pair (V,d) composed of a graded
vector space V ∈ V ectZ together with a 2-nilpotent homogeneous map in degree
1 from V into itself, i.e. d ∈ End1(V ) and d ·d = 0.

Most of the time we will make use of the language of homological algebra.
In those terms, a differential graded vector space can be simply seen as a
cochain complex i.e. as a sequence of vector spaces V k together with operators
d(k) ≡ d

∣∣
V k

: V k → V k+1 such that d(k+1) ◦ d(k) = 0. Diagrammatically, the
differential graded vector space (V,d) will be depicted as

. . . V k−1 V k V k+1 . . .d d .

Accordingly, operator d will be called coboundary operator and homogeneous
elements v ∈ V k will be called k-cochains. We will refer to elements in
(ker(d))n ⊂ V n as n-cocycles and elements in (Im(d))n ⊂ V n as n-coboundaries.
We will also employ the shorthand notation B(V ) := Im(d) and Z(V ) := ker(d)
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for the graded vector spaces of coboundaries and cocycles. Clearly B(V ) ⊂ Z(V ).
We will call the cohomology of (V,d) the graded vector spaces

H(V,d) = ker(d)
Im(d) :=

(
k 7→ ker(d(n))

Im(d(n−1))

)
and its k-component Hk(V,d) will be called k-th cohomology group of (V,d).

Recall that in homological algebra there is the dual notion of chain complex
defined by a 2-nilpotent boundary operator ∂ with decrease the grading.
Therefore we are tacitly adopting the cohomological convention when dealing
with differential graded vector space. One can simply get a "homological"
differential graded vector space applying the reverse ordering functor \ :
V ectZ → V ectZ to the ("cohomological") differential graded vector space (V,d).

We will call a chain map between two cochain complexes (V1,d1) and (V2,d2)
any graded morphism f : V1 → V2 which commutes with the coboundary
operators, that is, the following diagram commutes in the category of (ordinary)
vector spaces:

. . . V k−1
1 V k1 V k+1

1 . . .

. . . V k−1
2 V k2 V k+1

2 . . .

d1

fk−1

d1

fk fk+1

d2 d2

.

More synthetically, the latter diagram can be seen as a commutative square in
the category V ectZ of graded vector spaces:

V1 V1

V2 V2

d1

f f

d2

We will call chain homotopy from a chain map h : V1 → V2 to a chain map
f : V1 → V2 a degree −1 homogeneous map ϕ ∈ Hom1(V1, V2) such that

d2 ◦ϕ+ ϕ ◦ d1 = f − h . (1.15)

Diagrammatically, we will denote a chain homotopy as a 2-morphism:

V1 V2

h

f

ϕ

Consider now a differential graded vector space C = (C,d), if C is a (counital,
cocommutative) coalgebra and d ∈ coDer1(C) ⊂ End1(C) is a degree 1
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coderivation, we will talk of a graded differential coalgebra and call d a
codifferential rather than a coboundary operator. When the above algebra
C is also cocommutative and cofree, i.e. C ∼= S(V ) for a certain graded vector
space V , one talk about a cofree graded differential coalgebra. This last notion
will play a central role in the coalgebraic presentation of a L∞-algebra.

We will call a (cochain) bicomplex any (Z × Z)-graded (or bi-graded) vector
space

V =
(
(k, `) 7→ V k,`

)
together with a pair of 2-nilpotent homogeneous map dv ∈ End(1,0)(V ) and
dh ∈ End(0,1)(V ) such that

dv ·dh + dh ◦ dv = 0 .

Namely, this is given by the following commuting diagram

...
...

· · · V i+1,j V i+1,j+1 · · ·

· · · V i,j V i,j+1 · · ·

...
...

(−)i+1 dh

dv
(−)i+1 dh (−)i+1 dh

dv

(−)i dh

dv
(−)i dh (−)i dh

dv

dv dv

where each row and column are separately cochains complexes. (In other words,
we are adopting the "anticommuting square" convention with the wording of
[na20f]).
Given a bicomplex V •,• = (V,dh,dv) we call total complex of V •,• the Z-graded
vector space

tot(V ) =

k 7→ ⊕
i+j=k

V i,j


together with the coboundary operator dtot = dh + dv.
Given two differential graded vector spaces (V,dv) and (H,dh), we call tensor
product complex, denoted as (V,dv)⊗ (H,dh), the total complex corresponding
to the bigraded vector space

(V ⊗W )•,• :=
(
(k, `) 7→ V k ⊗W `

)
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together with the coboundary operators dv ⊗1H and 1V ⊗dh. Observe that the
Koszul convention implies that the action of dtot on an homogeneous element
x⊗ y ∈ V ⊗W reads as follows:

dtot(x⊗ y) = (dv(x))⊗ y + (−)|x|x⊗ (dh(y)) .

Iterating this procedure, we will call the n-iterated tensor product of a cochain
complex (V,d) the cochain complex (V ⊗n,d⊗n) where

V ⊗n =
(
k 7→

⊕
i1+···+in=k

V i1 ⊗ V i2 ⊗ . . . V in
)

and
d⊗n =

n∑
i=1

1i−1⊗d⊗1n−i . (1.16)

1.1.3 Multibrackets and Coderivations

Consider a graded vector space V , for any n ≥ 0 and k ∈ Z we denote by

Mn,k(V,W ) := Homk(V ⊗n,W )

the graded vector space of degree k (homogeneous) n-multilinear maps. We
take for granted, and kept implied, the universal property of multilinear maps,
hence we will be free to understand elements of Mn,k(V,W ) as n-ary functions
V × · · · × V →W [k] with the extra property of being separately linear in each
entry. Accordingly, homogeneous linear maps from V �n to W will be said
of arity n, and we will often denote the image of a multilinear map µn on
x1 ⊗ · · · ⊗ xn as µn(x1, . . . , xn) separating elements by commas and omitting
the symbol ⊗.

The same applies to graded symmetric and graded skew-symmetric multilinear
maps, we denote by

M sym
n,k (V,W ) := Homk(V �n,W ) , Mn,k(V,W )skew := Homk(V ∧n,W ) ,

respectively the spaces of degree k symmetric and skew-symmetric n-multilinear
homogeneous maps on V with values inW . It follows from the splitting sequence
(1.8) that Mn,k(V,W ) = M sym

n,k (V,W ) ⊕M skew
n,k (V,W ). When W = V we will

lighten the notation omitting the second entry.

Considering all the possible arities and degrees collectively, and neglecting the
"internal" grading of the graded vector space Hom(V ⊗n,W [k]), one obtains
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the (N0 × Z)-graded (bi-graded) vector space M•,•(V,W ). The same reasoning
applies also to the subspace of (skew)-symmetric multilinear maps.
The décalage isomorphism, introduced in eq. (1.5), induces by precomposition
an isomorphism of graded vector spaces

Dec: Homk(V ⊗n,W ) Homk+n−1(V [1]⊗n,W [1])
µ Dec(µ) := µ[n] ◦ dec

∼

with

Dec(µ)(x1 [1], . . . , xn [1]) = (−)
∑n

i=1
(n−i)|x1| (µ(x1, . . . , xn))[n] . (1.17)

Slightly more in general, we will also intend the décalage of a map f ∈
Hom(V ⊗n,W⊗m) as Dec(f) := dec−1[|f |+ n −m] ◦ f [n] ◦ dec. It is possible
to read the operator Dec as a genuine graded isomorphism (not bi-graded)
by appropriately contracting indices n and k to give a certain Z-grading.
Conventionally, we introduce the graded vector spaces of graded symmetric
and graded skew-symmetric multilinear maps from V to W as

Msym(V ) :=
(
k 7→

⊕
n

M sym
n,k (V )

)
,

Mskew(V ) :=
(
k 7→

⊕
n+i=k+1

M skew
n,i (V )

)
.

(1.18)

According to this choice, the décalage operator defined above restricts to a
well-defined isomorphism of graded vector spaces (see remark B.1.13)

Dec : Mskew(V ) ∼−−−−−→Msym(V [1]) .

We finally notice that in equation (1.18) is implied the choice of two possible
Z-grading on M(V ). Namely, given an homogeneous multilinear map µ ∈
Mn,k(V,W ), we introduce the two gradings

|µ| = k , ||µ|| = k + n− 1 ,

the first is the degree in the sense of homogeneous maps and the second is the
grading as an element of(

k 7→
⊕

n+m=k+1
Mn,k(V,W )

)
.
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Nijenhuis–Richardson product for multibrackets

The graded vector spaces of graded symmetric and graded skew-symmetric
multilinear maps constitute graded right pre-Lie algebras (see appendix
D) (Msym(V ),J) and (Mskew(V ),C) when endowed with the so-called
Nijenhuis–Richardson product (see [NR67] for the original definition on ordinary
vector spaces and [LMS92, Thm. 3.3] or [Del18b, §1.2] for the graded case -
note that our definition differs for a sign-; the formula for the graded symmetric
case can be also found in [Ban16, §1.1]). Denoting by Bi1,...,i` and Pi1,...,i` the
operators summing on all even and odd actions of permutations in unsh(i1,...,i`)
(see "conventions" section on page 12 or appendix C), i.e

Bi1,...,i` (x1 ⊗ x2 ⊗ . . . ) =
∑

σ∈unsh(i1,...,i`)

ε(σ)xσ1 ⊗ xσ2 ⊗ . . .

Pi1,...,i` (x1 ⊗ x2 ⊗ . . . ) =
∑

σ∈unsh(i1,...,i`)

ε(σ)(−)σxσ1 ⊗ xσ2 ⊗ . . . ,

the Nijenhuis–Richardson product can be succinctly written as

µn Jµm =µn ◦ (µm ⊗ 1n−1) ◦Bm,n−1

µn Cµm =(−)|µm|(n−1) µn ◦ (µm ⊗ 1n−1) ◦ Pm,n−1 .
(1.19)

More explicitly, evaluating on homogeneous element xi ∈ V , the products read
as follows:

µn Jµm(x1, . . . , xm+k−1) =

=
∑

σ∈unsh(m,n−1)

ε(σ)µn
(
µm(xσ1 , . . . , xσm), xσm+1 . . . , xσm+k−1

)

µn Cµm(x1, . . . , xm+k−1) =

= (−)|µm|(n−1)
∑

σ∈unsh(m,n−1)

(−)σε(σ)µn
(
µm(xσ1 , . . . , xσm), xσm+1 . . . , xσm+k−1

)
(1.20)

where ε(σ) is the Koszul sign.
These products are not associative and non-associativity is measured by the
associators multilinear operators3

3For the skew-symmetric case, replace J with C.
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α(J;µ`, µm, µn) := (µ` Jµm)Jµn − µ` J(µm Jµn) .

Explicitly, they are given by the following equation (see proposition B.1.27):

α(J;µ`, µm, µn)(x1, . . . , xm+n+`−2) = (1.21)

=
∑

σ∈unsh(m,n,`−2)

s(J;σ) µ`
(
µm(xσ1 , . . . , xσm), µn(xσm+1 , . . . , xσm+n), xσm+n+1 , . . . , xσm+n+`−2

)
where s(J;σ) and s(C;σ) are sign prefactors given explicitly by

s(J;σ) = (−)|µn|(|x1|+···+|xm|)ε(σ)

s(C;σ) = (−)|µn|(m+`)+(|µm|(`−1))+m(n+1)(−)σs(J;σ)

In our conventions, the operator Dec, giving the décalage of multilinear maps,
is compatible with the Nijenhuis–Richardson products (see theorem B.1.31).
Namely it induces an isomorphism in the category of graded right pre-Lie
algebras:

Dec : (Mskew(V ),C) ∼−−−−−→ (Msym(V [1]),J) . (1.22)

Remark 1.1.4 (Comparing our conventions with the literature). It has to be
pointed out how our conventions differ from those found in the literature.

• Notice that our definition of décalage of multilinear maps Dec does not get
a sign coming from the degree of homogeneous map in input as it appears
in the foundational paper [LS93, Eq. 3], or in many other references in our
bibliography (e.g [FM07, §1][Ban16, Rem 1.7]). This discrepancy can be
motivated from a different convention in defining the action of the shifted
functor on homogeneous map in odd degree or from a different choice of
isomorphism W [|µn|][n] ∼= W [1][|µn|+n− 1] in the diagram defining Dec:

V ⊗n[n] W [|µn|][n] W [1][|µn|+ n− 1]

(V [1])⊗n

µn[n]

dec
Dec(µn)

• Our definition of the skew-symmetric Nijenhuis–Richardson product, see
equation (1.19), differs by a sign with respect to the corresponding
definition given in [LMS92, Thm. 3.3]. This is a byproduct of a
different sign convention in the definition of the Gerstenhaber product
(see remark B.1.9) together with our different convention regarding the
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sign of the décalage of multilinear maps. In appendix B we introduced
this sign in order to guarantee the property of preservation of the
Nijenhuis–Richardson products under Décalage, expressed in equation
(1.22) (to read as a diagram in the category of graded algebras).

Nijenhuis–Richardson product for coderivations

Let be V a Z-graded vector space and consider the graded vector space of
homogeneous maps from V into itself End(V ) := Hom(V, V ). The latter forms
an associative algebra with respect to the obvious composition of homogeneous
maps

V V [|f |] V [|g|+ |f |]

(g·f)

f g[|f |]

and therefore it forms a graded Lie algebra with respect to the (graded)
commutator

[f, g]◦ = f ◦ g − (−)|f ||g|g ◦ f .

Consider then the graded vector subspace of coderivations coDer(S(V )) ⊂
End(S(V ), S(V )). The composition of two coderivations Q1 and Q2 is a linear
map Q1◦Q2 : S(V )→ S(V ), which in general fails to be a coderivation. However
the graded commutator

[Q1, Q2] := Q1 ◦Q2 − (−)|Q1||Q2|Q2 ◦Q1

is a coderivation of degree |Q1|+ |Q2|. In other words, the space of coderivations
is graded Lie subalgebra of (End(V ), [·, ·]) but it is not an associative subalgebra
with respect to the composition of graded linear maps. It is then customary to
introduce the Nijenhuis–Richardson product (or "composition") on coDer(S(V ))
defined as

J : coDer(S(V ))⊗ coDer(S(V )) coDer(S(V ))
Q⊗Q′ L̃sym (pV ◦Q ◦Q′)

,

where pV : S(V )� V denotes the standard projection on V �1 and L̃sym is the
"lift to a coderivation" operator introduced in lemma 1.1.3. The composition J,
which is not associative, makes the space of coderivations into a graded right
pre-Lie algebra, in particular, it induces the same Lie brackets inherited from
End(V ) since

[Q,Q′]J = L̃sym

(
pV
(
Q ◦Q′ − (−)|Q||Q

′| Q′ ◦Q
))

=���
��

L̃sym ◦ pV ◦ [Q,Q′]◦ .
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The naming comes from the following sequence of isomorphisms in the category
of graded pre-Lie algebra structures:

(M skew(V ),C) (M sym(V [1]),J) coDer(S(V [1]),C)Dec L̃sym (1.23)

coming from the natural identification

M sym(V ) =
⊕
n≥1

Hom(V �n, V ) = Hom(S(V ), V )

given by the commutation rules of categorical (co)limits with the Hom functor.
Remark 1.1.5. Notice that here, and in appendix B, we decided to present
this topic defining the products on M sym(V ) and coDer(S(V )) independently
and proving they are isomorphic as a second step. Often in the literature,
see for example [Ban16, Man11c, MZ21], one chooses to go the opposite
way. Namely, one starts from the definition of J on coDer(S(V )) and then
pullback the product to M sym(V ), along the lift, and to M skew(V [−1]) along
the décalage. For instance, the Nijenhuis-Richardson product of two given maps
a, b ∈ Hom(S(V ), V ) can be explicitly given by

aJ b := pV (Ca ◦ Cb) , (1.24)

where Ca denotes the lift of a to a coderivation on S(V ). It is not too difficult
to see that this is explicitly obtained by summing insertions of bj in ai, where
ai := a|V �i (see equation (1.20)).

Let us stress again that L̃sym(aJ b) 6= L̃sym(a) ◦ L̃sym(b) (the latter is not even
a coderivation in general). However, as shown above, the lift to a coalgebra
coderivations preserve the commutator bracket, i.e.

[L̃sym(a), L̃sym(b)] = L̃sym([a, b]J) .

In chapter 4, we will make use of the following construction for producing a
coalgebra isomorphism starting from a degree 0 coderivation:

Lemma 1.1.6 (Exponential of a coderivation). Given am-nilpotent coderivation
Q ∈ coDer0(S(V )), i.e. Qn = 0 for any n ≥ m, then the corresponding
exponential operator

eQ :=
∑
n≥0

Qk

k! ∈ End(S(V ))

is an endomorphism of coalgebras.
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Remark 1.1.7. We notice that if C is a degree 0 coderivation of S(V ), then eC is
a morphism of coalgebras, provided it converges. The nilpotency guarantees that
the summation involved is actually made up of a finite number of summands.

A slightly more general statement can be provided as follows. Endow S(V )
with the filtration F0 ⊂ F1 ⊂ F2 ⊂ . . . where F0 = {0} and Fk := ⊕ki=1V

�i

for any k ≥ 1.
Whenever C maps Fk to Fk−1 for all k ≥ 1, it follows that (eC − Id) has the
same property. Therefore eC

∣∣
V �n

is a finite sum for all n, and eC converges.
Let now C be the coderivation obtained lifting the graded morphism p ∈
Hom0(S(V ), V ), C satisfies the above property whenever we have p

∣∣
S1V

= 0.
This follows from eq. (1.14).

Observe that out of given a multilinear map f : S(V )→ V one can construct two
corresponding coalgebra morphisms: Lsym(f) ∈ HomcoAlg(V, V ), given by the
lift to a coalgebra morphism (Lemma 1.1.1), and exp

(
L̃sym(f)

)
∈ IsocoAlg(V, V )

given by lemma 1.1.6. Clearly the two do not coincide, for instance their first
components results:

Lsym(f)
∣∣∣∣
V

= f1 , exp
(
L̃sym(f)

)∣∣∣∣
V

= exp(f1) .

1.2 Lie infinity structures

Lie infinity structures, from now on L∞, are generalizations of differential graded
Lie algebras (DGLA), therefore of cochain complexes and (graded) Lie algebras
at the same time. The key ideas are two (we refer to [Ryv16, §2] for a concise
introductory exposition):

1. start from a DGLA L and weaken the Jacobi equation condition requiring
it to be satisfied only up to a chain homotopy;

2. require that the failure of the ordinary Jacobi equation identity is controlled
by a skew-symmetric 3-multilinear map from L to itself satisfying a similar
higher "weaker" Jacobi equation thus allowing for a possible infinite
sequence of higher multibrackets with arity greater than 3.

Given a graded vector space V , there are several alternative ways of presenting
what does it mean to endow it with L∞-structure. Historically, the first precise
definition it is due to Lada and Stasheff:
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Definition 1.2.1 (L∞-algebra (Lada, Stasheff) [LS93]). We call L∞-algebra
the pair (

L, {µk}k∈N
)

given by a Z-graded vector space L together with a family, parametrized by
integers k ≥ 1, of homogeneous graded skew-k-multilinear maps

µk : ∧kL→ L[2− k]

(usually called multi-brackets) satisfying "Higher Jacobi" relations

0 =
∑

i+j=m+1
σ∈unsh(i,m−i)

(−)i(j+1)(−)σε(σ;x) µj
(
µi(xσ1 , . . . , xσi), xσi+1 , . . . , xσm

)
(1.25)

∀m ≥ 1 and xi homogeneous elements in L. Recall that unsh(i,m−i) denotes
the subgroup of unshuffle permutations of m elements, namely σ ∈ unsh(i,m−i)
if σ(j) < σ(j + 1) for every j 6= i (see appendix C).

Remark 1.2.2 (Homological and Cohomological convention). It is been noted
already by Lada and Stasheff that are two possible convention in the previous
definition. Namely that the unary operator µ1 lowers degrees (homological
convention) or it raises degrees (cohomological convention). As explained in
section 1.1.2, in the thesis we are adopting the cohomological convention.
Passing from a notation to the other can be easily achieved by the reverse-grading
functor \. Therefore, in the homological case, the degree of the k-multibracket
µk changes from (2− k) to (k − 2).
Example 1.2.3 (Cochain complexes). A L∞-algebra with multibrackets µk = 0
for any k ≥ 2 is a cochain complex. Indeed, it is given by a pair (L, µ1) together
with the only non-trivial higher Jacobi equation ((1.25) with m = 1) reading as

µ1(µ1(x)) = 0 ∀x ∈ L .

Essentially, any L∞-algebra (L, µkk≥1) has an underlying cochain complex, or
differential graded vector spaces, obtained by neglecting all multibrackets of
arity greater than 1.
Example 1.2.4 (Differential graded Lie algebras). A L∞-algebra (L, µkk≥1) with
multibrackets µk = 0 for any k ≥ 3 is a differential graded Lie algebra (DGLA,
see definition D.1.4). Namely, denoting by d and [·, ·] the unary and binary
operators of L, equation (1.25) with m = 1 yields the 2-nilpotency condition
of d, and the other two non-trivial higher Jacobi equations, given by m = 2, 3,
reads as follows:

d[x1, x2] = [dx1, x1]− (−)|x1|[x1,dx2] ,

0 = [[x1, x2], x3]− (−)|x3||x2|[[x1, x3], x2] + (−)|x1|(|x2|+|x3|)[[x2, x3], x1] .
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The first one expresses that d is graded derivation with respect to the algebraic
product [·, ·] and the second one is the graded Jacobi identity for [·, ·]. When L
is concentrated in degree 0, the only non-trivial multibrackets is given by [·, ·],
hence any L∞-algebra concentrated in degree 0 is simply a Lie algebra.

We will make us of the following nomenclature:

Definition 1.2.5. • A L∞-algebra is called an Abelian L∞-algebra if all
k-ary brackets with k ≥ 2 are trivial, i.e. is a plain chain complex.[FRS14,
§1.0.3.].

• A L∞-algebra is called a grounded L∞-algebra if k-ary brackets, for any
k ≥ 2, are trivial when evaluated on elements in non-zero degree, i.e.
µk(x1, . . . , xk) = 0 for any

∑k
i=1 |xi| 6= 0. [Ryv16, Def 2.33]. (It is called

property (P) in [CFRZ16].)

• A L∞-algebra is called a Ln-algebra (or Lie-n-algebra) if the underlying
vector space is concentrated in degrees from −n to 0. (In the homological
convention it would be concentrated in degrees (0, . . . , n).) The
corresponding L∞-structure consists of n+1 multibrackets {µ1, . . . , µn+1}.

In this thesis, we will mainly concerned with L∞-algebras of the last two kinds.
Remark 1.2.6 (Curved L∞-algebras). It is often found in literature the notion
of curved L∞-algebra. This is obtained from definition 1.2.1 by additionally
allowing for an element µ0, "0-ary bracket", in degree 2 ( or −2 in homological
conventions) and allowing indexes i, j and m in equation (1.25) to be zero.
Specifically, when m = 0 this would mean that µ1(µ0) = 0 hence µ0 ∈ Z2(L, µ1)
is a cochain in the chain complex (L, µ1)

Taking advantage of the Nijenhuis–Richardson formalism introduced in section
1.1.3, it is possible to encode L∞-structures in a particularly succinct way.
Remark 1.2.7 (Reading definition 1.2.1 in NR-algebraic terms). By its very
definition, a k-multibracket µk of a L∞-algebra (L, {µk}k≥1) is an element of
M skew
k,2−k. According to the definition of the Nijenhuis–Richardson product (see

section B.1.2), "higher Jacobi equations" (1.25) can be synthetically recast as
the vanishing of the multilinear operators Jm ∈ M skew

m,3−m(L) for any m ≥ 1,
explicitly given by

Jm : =
m∑
k=1

(−)k(m−k)µm−k+1 ◦ (µk ⊗ 1m−k) ◦ Pk,m−k =

=
m∑
k=1

µm−k+1 Cµk .

(1.26)
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With the grading defined on the skew-symmetric Nijenhuis–Richardson algebra,
see equation (1.18), every multilinear maps µk of a L∞-structure is a degree 1
element in M skew(V ) and, in particular, their sum is homogeneous. Denoting
by µ =

∑
k≥1 µk ∈ (M skew(L))1 the direct sum of all multibrackets, which

completely encodes the L∞-structure given by {µk}k≥1, follows that∑
m≥1

Jm = µCµ = 1
2[µ, µ]C ,

in other words, the L∞-structure µ is a Maurer-Cartan element in the graded
Lie algebra (M skew(L), [·, ·]C) (see definition D.1.6).

Summing up, we get the following reformulation of definition 1.2.1:

Definition 1.2.8 (L∞-algebras). We call L∞-algebra a pair (V, µk) where
V is a graded vector space, and µ ∈ (M skew(V ))1 =

⊕
k≥1M

skew
k,2−k(V ) are

skew-symmetric multibrackets satisfying the higher Jacobi equations i.e.

Jn := µCµ

∣∣∣∣
L⊗n
≡
n−1∑
k=1

µk Cµn−k = 0 ∀n ≥ 2 , (1.27)

where µk denotes the projection of µ into M skew
k,2−k(V ) ⊂ (M skew(V ))1.

Remark 1.2.9 (Understanding higher Jacobi equations as homotopies). The
higher Jacobi equations (equations (1.25) or (1.27)) can be made slightly more
expressive introducing the so-called Jacobiator 4 multilinear operator jm ∈
M skew
m,3−m(L) defined as follows

jm =
m−1∑
k=2

µm−k+1 Cµk = Jm − (µm Cµ1 + µ1 Cµm) . (1.28)

Observe that, when m = 3 one gets

j3(x1, x2, x3) = + µ2(µ2(x1, x2), x3)+

− (−)|x3||x2| µ2(µ2(x1, x2), x3)+

+ (−)|x1|(|x2|+|x3|) µ2(µ2(x2, x3), x1) =

=(−)|x1||x3|
(

(−)|x1||x3|µ2(µ2(x1, x2), x3) + (cyc.)
)

,

4Note that we are slightly departing from the more common notation, see for example
[Vit14], which reserves the name "Jacobiator" to the operator Jm (equation (1.26)) instead of
jm (equation (1.28).
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where (cyc.) denotes sum over cyclic permutations. Hence equation (1.28)
recovers the usual definition of Jacobiator for (graded) Lie algebras.

In example 1.2.3 has been shown that the unary bracket of a L∞-algebra
determines a cochain complex boundary operator µ1 on L, let us denote µ1 = ∂L.
Employing the notations introduced in section 1.1.2, we introduce a coboundary
operator on V ⊗m given by

∂⊗m := (−)m−1 d⊗m = (−)m−1
m∑
k=1

1k−1⊗ ∂ ⊗ 1m−k .

(differing from the total coboundary operator given in equation (1.16) by an
overall sign). Observe then that, for any given graded skew-symmetric n-
multilinear map f , the following equality holds

f ◦ ∂⊗n(x1, . . . , xn) =

=(−)m−1
(
f(∂x1, . . . , xn) + · · ·+ (−)|x1|+···+|xn−1|f(x1, . . . , ∂xn)

)
=

=(−)m−1
n∑
k=1

(−)|xi|(|x1|+···+|xi−1|)+i−1f(∂xi, x1, . . . x̂i, . . . , xn) =

=(−)m−1f ◦ ∂ ⊗ 1n−1 (x1, . . . , xn) =

=f Cµ1(x1, . . . , xn) .

Therefore, one can conclude that the condition Jk = 0, i.e. when higher Jacobi
equations holds, is equivalent to say that

µm ◦ ∂L⊗m + ∂ ◦ µm = −jm ,

hence the m-ary multibracket µm is a chain-homotopy between the higher
Jacobiator jm and 0:

(L⊗m, ∂⊗m) (L, ∂)[3−m]

jm

0

µm .

This justify the slogan: "L∞-algebra is the notion that one obtains from a
Lie algebra when one requires the Jacobi identity to be satisfied only up to a
higher coherent chain homotopy" 5 [na20l][Rog12][SZ15]. Observe at last that

5Notice that the term "coherent homotopy" has a precise meaning in the context of
homotopy theory. What we are doing here is rather providing a basic justification of the reason
why the term "homotopy" appears in conjunction with these structures. Notably, the first
name attributed to this algebraic structure has been "strongly homotopy Lie algebra"[LS93].
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the first two higher Jacobi identities implies that j1 and j2 are automatically
zero. Summing up, the first Jacobi equations Jm = 0 reads as follows:

• when m = 1 means that ∂ ◦ ∂ = 0, i.e. ∂ = µ1 is a coboundary operator
and (L, ∂) is a cochain complex;

• when m = 2 means that µ2 ◦ ∂⊗2 + ∂ ◦ µ2 = 0, hence µ2 is a chain map
from (L⊗2,d⊗2) to (L, ∂);

• when m = 3 means that µ3 is a chain homotopy from the Jacobiator j2
to the zero map,

(L⊗3,d⊗3) (L, ∂)

j3

0

µ3 .

In particular µ3 is a degree −1 homogeneous map between the cochain
complexes (L⊗3,d⊗3) and (L, ∂).

1.2.1 Coalgebraic approach to L∞-structures

In a nutshell, the gist of the previous discussion is subsumed by stating that
the set of all possible L∞-structure on a given graded vector space L is given
by Maurer-Cartan elements:

L∞(L) := MC(M skew(L), [·, ·]C) ≡ {µ ∈M skew | ||µ|| = 1 , µCµ = 0} .

(Compare with definition D.1.6). This claim, joined with diagram (1.23) ( which
basically subsumes the contents of appendix B), implies that one gets two other
completely equivalent presentations of a L∞-algebra structure over the graded
vector space L

L∞(L) ∼= {ν ∈M sym(L[1]) | |ν| = 1 , ν J ν = 0} ∼=

∼= {Q ∈ coDer(S(L))) | |Q| = 1 , Q ◦Q = 0} .
(1.29)

Remark 1.2.10. Observe that in the last term of equation (1.29) appears the
composition of two coderivation, which in principle is not a coderivation, instead
that the Nijenhuis–Richardson product introduced in section 1.1.3. This is due
by the commutativity of the following diagram in the category of graded vector
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space

S(V ) S(V )[1] S(V )[2]

V [1] V [2]

L̃sym(µ)

µ

L̃sym
(
µ·L̃sym(µ)

)
=L̃sym(µJµ)=0

L̃sym(µ)[1]

µ[1]

noting that the commutativity of the uppermost triangle in the above diagram
makes sense only if the curved arrow is the zero arrow.

In this spirit, one could introduce the following two definition:
Definition 1.2.11 (Shifted Lie infinity algebra (L∞[1]-structures) (see [KS06a,
Def. 5] or [Vit14, Def. 4])). We call shifted L∞-algebra a pair (W, {`k}k≥1)
where W is a graded vector space, and `k ∈M sym

k,1 are symmetric multibrackets
satisfying the higher Jacobi equations i.e.

Jn :=
n−1∑
k=1

`k J `n−k = 0 ∀n ≥ 2 .

Definition 1.2.12 (Chevalley-Eilenberg complex for a L∞[1]-structure). We
call Chevalley-Eilenberg complex pertaining to the L∞[1]-algebra (W, ν), where
ν =

∑
k≥1 νk, the cofree graded codifferential coalgebra

CE(W, {`k}k≥1) := (S(W ), L̃sym(ν))

given by the (cofree cocommutative) symmetric tensor coalgebra S(W ) together
with the lift of ν to a coderivation.
Remark 1.2.13. We point out that our naming here diverges from the literature.
Often the name of "Chevalley-Eilenberg complex of a L∞-algebra L is reserved
to the dual of definition 1.2.12, hence by the graded vector space S(W )∗ ∼=
Hom(S(W ),R) endowed with a certain differential. A more general notion can
be given in terms of L∞-algebras representations, see [Rei19].

The key point, as stated in [LM95, Thm. 2.3], is the existence of a one-to-one
correspondence between L∞-algebra structure on V and degree 1 nilpotent
2-coderivations on S(V [1]). When (W, ν) is a differential graded Lie algebra,
CE(W, ν) is sometimes called Quillen construction (see [FM07, §2]).
Reminder 1.2.14 ((Ordinary) Chevalley-Eilenberg (co)-chain complex). Given
an (ungraded) Lie algebra g = (g, [·, ·]) it is customary to call its Chevalley-
Eilenberg chain complex the pair (∧•g, ∂), depicted by

· · · ∧ng ∧n−1g · · ·∂CE ,
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where the first data, in slight contradiction with our previous notation, is
the graded vector space ∧•g = (k 7→ Λk(g)) and the CE boundary operator
∂ : ∧•g → ∧•−1g is given explicitly, for any homogeneous element ξi ∈ g, by
the following equation:

∂CE(ξ1∧ξ2∧· · ·∧ξk) :=
∑

1≤i<j≤n
(−1)i+j [ξi, ξj ]∧ξ1∧· · ·∧ξ̂i∧· · ·∧ξ̂j∧· · ·∧ξn, (1.30)

with ∂0 = 0 and (̂·) denoting deletion.
Dually, one can define a cochain complex structure on ∧•g∗ introducing the
Chevalley-Eilenberg coboundary (differential) δCE : ∧kg∗ → ∧k+1g∗, whose
action on an element φ ∈ ∧•g∗ is given by δCEφ := φ ◦ ∂.
Henceforth, by k-th CE homology group and k-th CE cohomology group we will
intend the following two vector spaces:

Hk(g) := Hk(∧•g, ∂CE) , Hk(g∗) = Hk(∧•g∗, δCE) .

More in general, one can define the Chevalley-Eilenberg cohomology over a
representation ρ, i.e. a Lie algebra morphism ρ : g → End(V ) for a certain
vector space V , as the cochain complex

· · · HomV ect(∧ng, V ) HomV ect(∧n+1g, V ) · · ·δCE

with coboundary operator defined, for any ω : g∧n → V and for any elements
xi ∈ g, by

(δω)(x1, . . . , xn+1) = +
n+1∑
i=1

(−)i+1ρ(xi) · ω(x1, . . . , x̂i, . . . , xn+1)+

+
∑

1≤j<k≤n+1
(−)j+kω([xj , xk], x1, . . . , x̂j , . . . , x̂k, . . . , xn+1) .

Remark 1.2.15. Observe that the naming in definition 1.2.12 is completely
compatible with the previous construction. The Lie algebra g is in particular a
L∞-algebra structure with only non-trivial multibrackets given by µ2 = [·, ·].
Applying the décalage and the lift one gets the following diagram in the graded
vector space category

S(g[1]) (S(g[1]))[1]

(g∧2)[2] (g[1]�2)

g[1][1]

L̃sym(Dec(µ2))

dec

µ2[2]

Dec(µ2)
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where CE(g) = (S(g[1]), L̃sym(Dec(µ2)) is precisely the Chevalley-Eilenberg
complex as defined in 1.2.12. Explicitly, one can see that CE(g) = \(Λ•g,−∂),
where \ denotes the degree-reversing functor introduced in equation (1.3). In
fact, according to diagram (1.10), one has

CE(g)−k = (g[1])�k ∼= g∧k[k] ,

and, from lemma 1.1.3, one has that

L̃sym(µ2) : CE(g)−k CE(g)−k+1

x1 ∧ · · · ∧ xn
∑

σ∈unsh(2,n−2)

(−)σ[xi, xj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ · · · ∧ xn .

The latter can be read as the fact that the lift µ2 is equivalent to ∂CE, defined
in reminder 1.2.14, modulo a sign. Namely, L̃sym(µ2) ≡ −∂CE.

Spelling out, an L∞-algebra structure on L is equivalently given by

• a family {µk}k≥1 of graded skew-symmetric multibrackets µk ∈M skew
k,2−k(L)

on L satisfying the higher Jacobi equation Jm =
∑m
k=1 µk Cµm−k+1 = 0;

(that is a 2-nilpotent degree 1 element in the Nijenhuis–Richardson algebra
(M skew(V ),C));

• a family {νk}k≥1 of graded symmetric multibrackets νk ∈ M sym
k,1 (L[1])

satisfying the higher Jacobi equation Jm =
∑m
k=1 νk J νm−k+1 = 0; (that

is a 2-nilpotent degree 1 element in the Nijenhuis–Richardson algebra
(M sym(V ),J));

• a 2-nilpotent, degree one coderivation Q ∈ coDer(S(L[1])), i.e. a
codifferential on the (cofree) graded coalgebra S(V [1]). (In the terms of
[na20l], an L∞-algebra is cofree cocommutative differential coalgebra, i.e. a
dg-coalgebra whose underlying coalgebra is isomorphic to the symmetric
tensor coalgebra for a given graded vector space.)

Although the characterization in terms of 2-nilpotent coderivations may appear
particularly convoluted, it has several advantages. Specifically, it transparently
provides the notion of commutator and linear combination of L∞-structures
(beware that such operations do not do not yield L∞-structures in general),
the notion of (tangent) differential graded Lie algebra (S(V ), [ν, ·]J, [·, ·]J)
governing the deformations of a given L∞[1]-algebra (V, ν), and the notion
of L∞-morphism, as we will see in the following subsection.
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1.2.2 L∞-morphisms

In the coalgebraic framework there is an obvious notion of morphism between
L∞-algebras:

Definition 1.2.16 (L∞[1]-morphisms (coalgebraic framework)). Given two
L∞[1]-algebras (V, µ) and (W, ν), an L∞[1]-morphism between (V, µ) and
(W, ν) is a morphism of graded differential cocommutative coalgebra F :
(S([1]), L̃sym(µ))→ (S(W [1]), L̃sym(ν)), i.e. a graded coalgebra morphism such
that the following diagram commutes in the graded vector space category

S(V [1]) S(W [1])

S(V [1])[1] S(W [1])[1]

F

L̃sym(µ) L̃sym(ν)

F [1]

.

According the universal property of cocommutative graded coalgebra given
by lemma 1.1.1, coalgebra morphisms S(V ) → S(W ) are in one-to-one
correspondence with graded morphisms S(V ) → W , which are collections
of symmetric multilinear maps from V to W . Therefore, any L∞-morphism can
be translated into a collection of (graded) symmetric maps that are compatible
with the multi-brackets:

Definition 1.2.17 (L∞[1]-morphisms (graded symmetric framework)). Given
two L∞[1]-algebras (V, µ) and (W,µ′), a L∞[1]-morphism between (V, µ) and
(W,µ′) is given by a collection of degree 0, graded symmetric, multilinear maps

(f) =
{
fk : (V [1])�k →W [1]

}
k≥1

such that the auxiliary graded symmetric, multilinear operator Kf
k : (V [1])�k →

W [1] defined as

Kf
m :=

m∑
`=1

(fm−`+1 Jµ` − µ′` ◦S`,m(f)) ,

where S`,m(f) is the operator defined in Notation 1.1.2, vanishes for all k ≥ 1.
Namely, we denote by S`,m(f) the multilinear map

S`,m(f) =

 ∑
k1+···+k`=m
1≤k1≤···≤k`

(fk1 ⊗ · · · ⊗ fk`) ◦B<k1,...,k`

 : V [1]⊗m →W [1]⊗` ,

(1.31)
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where the unshuffleator B<k1,...,k`
runs through all (k1, · · · , k`)-unshuffles σ

satisfying the extra condition

σ(k1 + · · ·+ kj−1 + 1) < σ(k1 + · · ·+ kj + 1) if kj−1 = kj .

After décalage, you get a similar expression for the formulation with skew-
symmetric multibrackets:

Definition 1.2.18 (L∞-morphisms (graded skew-symmetric framework)). An
L∞-morphism between (V, µ) and (W,µ′) is given by a collection of homogeneous,
graded skew-symmetric, multilinear maps

(f) =
{
fk : V ∧k →W [1− k]

}
k≥1

such that the auxiliary graded symmetric, multilinear operator K̄f
m : L∧m →

L′[2−m] defined as

K̄f
m :=

m∑
`=1

(
fm−`+1 Cµ` − µ′` ◦ S̄`,m(f)

)
,

vanishes for all k ≥ 1. We denote by S̄`,m(f) the multilinear map

S̄`,m(f) =

 ∑
k1+···+k`=m
1≤k1≤···≤k`

(−)
∑`−1

i=1
(|fki |)(`−i)(fk1 ⊗ · · · ⊗ fk`) ◦ P<k1,...,k`

 ,

(1.32)
where the odd unshuffleator P<k1,...,k`

runs through all ordered (k1, · · · , k`)-
unshuffles σ.

Remark 1.2.19 (Understanding Kf
m). Although the term may appear, at first

glance, difficult to read, it is actually constructed according to a simple
combinatorial pattern.
The first summand is a combination of all the possible ways to compose a
bracket µ with a single component of (f) to give a map of arity m.
The second term is a combination of all the ways one can compose several
components of the morphism (f) with a primed bracket µ′ to get a map with
arity m.
In particular, the term S`,m(f) is a combination of all the possible ways one can
tensor multiply different components of (f) to give a graded (skew-)symmetric
map

S`,m : L⊗(k1+···+k`) = L⊗m → L′⊗` .

The same applies to S̄ and K̄ with extra signs coming from the different degrees
and from the sum on odd permutations.
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Remark 1.2.20 (L∞-morphisms in the literature). The notion of L∞-morphism
is basically old as the notion of L∞-algebra itself. Initially, see [LS93][LM95],
only "strict" (see definition 1.2.24) L∞-morphisms and (weak) L∞-morphisms
valued in a DGLA were considered. The explicit expression of definition 1.2.17
can be tracked in [KS06b, Def. 2.7][KS06a, Def. 6][Vit14, Def. 5]. The explicit
formulation in the skew-symmetric framework (1.2.18) has been already worked
out in [All10, Definition 4.7.1], see also [Ryv16, ex. 2.20].

A crucial point is that the previous three definitions are equivalent:

Lemma 1.2.21. Given a L∞-morphism (f) : (V, µ) → (W, ν) as defined in
1.2.18, Dec(f) yields a L∞[1]-morphism from (V [1],Dec(µ)) to (W [1],Dec(ν))
in the sense of definition 1.2.17 and Lsym(Dec(f)) yields a morphism between
the corresponding Chevalley-Eilenberg complexes as given by definition 1.2.16.

Proof. Take a F as in definition 1.2.16, by the universal property of
cocommutative coalgebras, one has that F = Lsym(f) for a certain collection of
graded symmetric of multilinear map (f). Being

F ◦ L̃sym(µ)− L̃sym(ν) ◦ F

a coderivation, the vanishing condition can be read as the following equation of
multilinear maps (obtained by postcomoposition with the standard projection
pW : S(W )�W )

f ◦ L̃sym(µ)− ν ◦ F = 0 . (1.33)

In other terms, expression (1.33) lift to the above coderivation. The first
summand can be written as f Jµ extending in the obvious way the operator J
to

J : M(V,W )⊗M(V, V )→M(V,W )

as the concatenation of multilinear operators with matching domains and
codomain. Restricting equation (1.33) to V [1]⊗m one gets the equation Kf

m = 0
observing that term (1.31) is exactly the same appearing in the construction
of the symmetric lift given in remark 1.1.2. Pictorially, the whole situation
is subsumed by the following commutative diagram in the category of graded
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vector spaces

W [1][1]

S(V [1]) S(W [1])

V [1][1]
(
S(V [1])

)
[1]

(
S(W [1])

)
[1] W [1][1]

F

q Q

f

q′
Q′

F

Note that Q,Q′ are in particular coderivations and F is a coalgebra morphism,
respectively they are the unique lift of q, q′ to coderivation and of f to a
coalgebra morphism. This prove equivalence between definitions 1.2.17 and
1.2.16. To prove the last equivalence observe that

Dec
(
K̄f
m

)
=

m∑
`=1

(
Dec(fm−`+1)JDec(µ`)−Dec(ν′`) ◦Dec(S̄`,m(f))

)
which equates Kf

m upon noticing (see B.1.16 in appendix) that

Dec(fk1 ⊗ · · · ⊗ fk`) = (−)
∑`

i=1
|fki |(`−i) Dec(fk1)⊗ · · · ⊗Dec(fk`) .

(The last step can also be tracked in [Ryv16, Lemma 2.18]).

Remark 1.2.22 (Compare our notation with the literature). Let us briefly discuss
how our definitions of operators Kf

m, given in 1.2.17 and 1.2.18, compare with
the equations present in the literature mentioned in remark 1.2.20.
Plugging in homogeneous elements, equation Kf

m(x1, . . . , xm) = 0 in definition
1.2.17 reads as

m∑
`=1

∑
σ∈unsh(`,m−`)

ε(σ)fm−`+1(µ`(xσ1 , . . . , xσ`), xσ`+1 , . . . xσ`) =

=
∑

1≤`≤m
k1+···+k`=m
1≤k1≤···≤k`

(−)
∑`−1

i=1
(|fki |)(`−i)

∑
σ∈unsh<(k1,...,k`)

ε(σ)fk1(xσ1 , . . . , xσk1
)⊗ · · · ⊗ fk`(xσ(m+1−k`)

, . . . , xσm)

which coincides with [Vit14, Def. 1.4] by substituting ` with i and m− 1 + 1
with j.
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Performing the same computation for the operator Kf
m in definition 1.2.18 yields

m∑
`=1

∑
σ∈unsh(`,m−`)

(−)|µk|(m−`)χ(σ)fm−`+1(µ`(xσ1 , . . . , xσ`), xσ`+1 , . . . xσ`) =

=
∑

1≤`≤m
k1+···+k`=m
1≤k1≤···≤k`

(−)
∑`−1

i=1
(|fki |)(`−i)

∑
σ∈unsh<(k1,...,k`)

χ(σ)(−)β fk1(xσ1 , . . . , xσk1
)⊗ · · · ⊗ fk`(xσ(m+1−k`)

, . . . , xσm)

where (−)β is the sign coming from the Koszul convention when evaluating
fk1 ⊗ · · · ⊗ fk` on homogeneous elements. Practically, the latter sign prefactor
is computed as the Koszul sign of the following permutation of graded elements(

fk1 ,...,fk` ,xσ1 ,...xσm
fk1 ,xσ1 ...,xσk1

,fk2 ,xσk1+1 ...,xσk1+k2
,...

)
(a completely explicit expression can be found in [All10, Rem. 4.7.1]). Recalling
that |µ`| = 2− `, |fki | = 1− ki and noting that

∑̀
i=1
|fki |(`− i) =

∑̀
i=1

(`− i− ki(`− i)) = `(`− 1)
2 +

∑̀
i=1

(ki(`− i)) ,

one recovers the explicit definition of L∞-morphisms as stated, for example, in
[All10, Def. 4.7.1] and [Ryv16, Lem. 2.18].
Remark 1.2.23 (Unfolding the notion of L∞-morphisms). Observe that in the
following two "extreme" cases S and S̄ coincide, as multilinear operators, to

S1,m(f) = S̄m,m(f) = fm

Sm,m(f) = S̄m,m(f) = f1 ⊗ . . .⊗ f1︸ ︷︷ ︸
m-times

.

(That is because when ` = m then necessarily k1 = k2 = · · · = km = 1 and
|f1| = 0 in the skew-symmetric setting.)
Therefore the operator Kf

m can be rewritten as

Kf
m := f1 ◦ µm − µ′m ◦ f⊗m1 + κmf

where

κfm :=
m−1∑
`=1

(fm−`+1 Jµ` − µ′` ◦S`,m(f)) .

The L∞-morphism condition, i.e. the vanishing of operator Kf
m, can therefore

be seen as the fact that the multibracket µm, as a map from L⊗m → L[1], is
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not preserved by f1. In other words, the following diagram does not commute:

V ⊗m W⊗m

V [1] W [1]

µ

f⊗m1

�	 µ′

f1[1]

.

Non-commutativity, however, is "mild" in the sense that its failure is explicitly
controlled by the term κfm introduced above. The same discussion applies,
mutatis mutandis, to the skew-symmetric case.

The previous remark suggests to introduce the following definition:
Definition 1.2.24 (Strict L∞-morphisms). A L∞-morphism (f) is called
"strict" when fi = 0 for all i ≥ 2. Hence, in the terms of remark 1.2.23, each
multibracket is preserved by f1.
Notation 1.2.25. From now on, we will take for granted the equivalence between
the three previous presentations of a L∞-algebra structure. We will denote by
(f) the L∞-morphism from V →W when seen as a collection of multilinear maps
fk : Hom(V ⊗k,W ), hence with a slight abuse of notation when considering the
multibrackets symmetric or skew-symmetric. By F ∈ HomcoAlg(S(V ), S(V ))
we denote the lift of the symmetric multibrackets (f1, . . . , ) to a coalgebra
morphism, which is in particular also a cochain map.

1.2.3 Composition of L∞-morphisms

Once the concept of morphism between L∞-algebras has been clarified, it is
crucial to specify how such morphisms act under composition to completely
understand L∞-algebras as a category.
In the coalgebraic formulation there is a natural definition of composition of L∞-
morphisms simply given by the composition of the two corresponding differential
coalgebra morphisms. This easily translates to the following definition in the
multibrackets setting:
Definition 1.2.26 (L∞-morphisms composition (multibrackets framework)). If
(f) : L→ L′ and (g) : L′ → L′′ are morphisms of L∞-algebras, the composition
(g)◦ (f) : L→ L′′ is a L∞-morphism defined as (g ◦f)k := {(g C f)k}k∈N, where

(g ◦ f)m := pL′′ ◦ L̃sym(g) ◦ L̃sym(f)
∣∣∣∣
L⊗m

=
m∑
`=1

g` ◦S`,m(f)

and S`,m(f) is defined in equations (1.31) ,(1.32) in the symmetric and skew-
symmetric framework respectively.
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(One can retrieve this formula decalaging the analogue formula in [Vit14, §1].
See also [Man11c, Cor. 1.3.3 and Prop 1.5.3].)
Pictorially, the composition of two L∞-morphisms is given by the commutativity
of the following diagram in the graded vector space category:

S(L[1]) S(L′[1]) S(L′′[1])

L′[1] L′′[1]

Lsym(f)

f

Lsym
(
g◦Lsym(f)

)
:=Lsym(g◦f)

Lsym(g)

g

Recall that the identity coalgebra morphism 1 : S(V )→ S(V ) is precisely given
by the lift of the projection pV : S(V )� V to a coalgebra morphism. Hence, it
corresponds to the following definition in the graded coalgebra setting:

Definition 1.2.27 (Identity L∞-morphism). Consider an L∞-algebra L, the
identity morphism pertaining to L is the strict L∞-morphism (id) : L −→ L
given by:

id1 = idL : L −→ L

idk = 0 : L⊗k −→ L ∀ k ≥ 1

In the same spirit one gets the following notion of L∞-isomorphism:

Definition 1.2.28 (L∞-isomorphisms). Consider two L∞-algebras L and L′.
An L∞-morphism (f) : L→ L′ is an L∞-isomorphism if the corresponding lift
F : S(L[1])→ S(L′[1]) is an invertible coalgebra morphism, i.e. if f1 : L1 → L′1
is a chain complex isomorphism.

A characterization in the multibrackets frameworks is given by the following
lemma

Lemma 1.2.29. A coalgebra morphism F : S(V )→ S(W ) is invertible if and
only if f1 : V →W is an invertible graded morphism.

Proof. Being F invertible, there exists G : S(W )→ S(V ) such that F ◦G = 1

and G◦F = 1. These two compositions can therefore be characterized as lifts of
the standard projection p : S(X)→ X with X equal to W and V respectively,
hence f1 ◦ g1 = id and g1 = f−1

1 .
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On the opposite, given a F such that f1 is invertible, one can construct an
inverse G of F iteratively as the lift of the following components:

g1 = f−1
1

g2 = −f−1
1 ◦ f2 ◦

(
f−1

1 ⊗ f−1
1
)

...
gm = −f−1

1 ◦ f2 ◦
(
f−1

1
)⊗m − [∑m−1

`=2 g` ◦S`,m(f)
]

Recalling that every L∞-algebra has an underlying chain complex, it is natural
to introduce the notion of quasi-isomorphism

Definition 1.2.30 (L∞-quasi-isomorphism). A L∞-morphism (f) : (L, µ)→
(L′, µ′) is called a quasi-isomorphim if f1 : (L, µ1) → (L′, µ′1) is a quasi
isomorphism of chain complexes, i.e. f1 induces an isomorphism of the
corresponding cohomology groups.

Remark 1.2.31 (L∞-algebras cohomology). Observe that, for any given L∞-
algebra (L, µ), one has two naturally associated cohomologies: the cohomology of
the underlying chain complex (L, µ1), obtained by neglecting all multibrackets
of arity greater than one (see example 1.2.3), and the cohomology of the
Chevalley-Eilenberg complex (S(L[1]), L̃sym(Dec(µ))) (see definition 1.2.12).
Although the former one has been used in definition 1.2.30 to characterize quasi-
isomorphism, the latter is more apt to be intended as the proper cohomology of
(L, µ). More refined notions of L∞-algebra cohomology are expressed in terms
of representations, we point out [Rei19] for an extensive introduction on this
topic.
Remark 1.2.32 (L∞-homotopies). We have shown that understanding an L∞-
algebra as a (commutative cofree) differential coalgebra readily rewards a natural
notion of L∞-morphism as a graded morphism respecting at the same time the
codifferential and the coalgebra structure.
Similarly, it might seem just as natural to introduce the notion of L∞-homotopy
between two L∞-morphisms, seen as graded differential coalgebra morphisms
F,G : (C,Q) → (C ′, Q′), as a certain chain homotopy H, in the sense of
equation (1.15), together with suitable coalgebraic conditions. For instance,
it could be given by a degree −1 (F,G)-coderivation H from C to C ′ , i.e.
∆′ ◦H = (F ⊗H +H ⊗G) ◦∆), together with properties

HQ+Q′H = F −G ,

(H ⊗ (GQ) + (FQ)⊗H))∆ = 0 .
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However, such a kind of definition is unsatisfactory from the more conceptual
point of view of homotopy theory (see [DP16, Remark 4]). In this language, the
first step would be to identify a model structure for the category of L∞-algebras.
An account on many different models, and the discussion of their equivalence,
can be found in [Pri10].
An useful and explicit model of weak equivalence (homotopies or 2-morphisms)
has been given by Dolgushev in [Dol07]. Namely, given two L∞-algebras L and
L′, there is an auxiliary pro-nilpotent L∞-algebra U(L,L′), with k-multibrackets
denoted by {. . . }k, encoding L∞-morphisms as Maurer-Cartan elements, i.e.

HomLie∞(L,L′) = MC(U(L,L′)) :=
{
f ∈ U

∣∣∣∣∣
∞∑
n=1

1
n!{f, . . . , f}n

}
.

Note that the pro-nilpotency condition guarantees convergence of the above
sum. Hence, two L∞-morphisms are equivalent if there corresponding Maurer
Cartan elements in U are equivalent. (See also [FLGZ15, Appendix A]).
Remark 1.2.33 (The category of L∞-algebras). The discussion up to this point
can be summarized by saying that L∞-algebras build up a subcategory of
differential graded vector spaces, the insertion is given by "forgetting" all
multibrackets of arity greater than two. More pedantically, we have constructed
three L∞-algebras categories:

(1) Objects are graded vector spaces endowed with graded skew-symmetric
multibrackets (definition 1.2.1 or 1.2.8), together with morphisms given
by definition 1.2.18;

(2) Objects are graded vector spaces endowed with graded symmetric
multibrackets (definition 1.2.11), together with morphisms given by
definition 1.2.17;

(3) Objects are cofree cocommutative differential coalgebras, morphisms are
differential coalgebra morphisms.

The three categories are isomorphic 6. The invertible functor (1) → (2) acts
as the shift endofunctor on graded vector spaces and as the décalage Dec on
multibrackets and the components of any given L∞-morphism. The invertible
functor (2) → (3) acts as the symmetric tensor coalgebra functor on graded
vector spaces, as the lift to coderivations L̃sym on multibrackets, and as the lift
to coalgebra morphism on the components of a L∞[1]-morphism.

6Isomorphism of categories is an extremely stronger notion than equivalence of category.
That is why we talk about different presentations of the same concept rather than three
equivalent categories.
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Remark 1.2.34 (Other formalization of L∞-algebra structures). It is worth
to mention, without claiming to be exhaustive, three other extremely fruitful
frameworks to understand homotopy algebras structures. Both encode L∞-
algebras as a special case, generalizing the concept in quite different directions.

• A L∞-algebra is a L∞-algebroids over a point (i.e. 0-dimensional) [SSS12,
Appendix A]. The latter can be encoded in terms of Graded manifolds.
Namely a L∞-algebroid is Q-manifold that is a Z-graded manifold endowed
with a homogeneous vector field Q homogeneous in degree one and
such that Q2 = 0 (homological vector field). See [JRSW19, §1] for
an introduction to this approach with application to prequantum field
theories.

• The category of L∞-algebras is the vertical categorification of ordinary
Lie algebras. This categorical construction has been extensively discussed
in [BC03] for the case of L2-algebras. The general idea can be found in
[na20l].

• A L∞-algebra is an algebra over the homotopy Lie operad in the category
of chain complexes [Mar98]. The theory of operads is a vast topic; a full
account is contained in [LV12], a motivational introduction can be found
in [Val14]. For a contained exposition mainly geared toward the definition
of L∞-algebras as as an algebra over the S operad see [KSV95, §2].

While we will not use this machinery in what follows, it is interesting to note
that working with the algebraic framework of multilinear maps with composition
(Nijenhuis–Richardson products or Gerstenhaber product in the non-symmetric
case), as it will be done in chapter 4, can be seen as a little step toward the
operadic approach. The point is recognizing the role of the endomorphism
operad [Val14, §2.2.] as the appropriate setting for studying the composition of
multi-linear maps.

1.2.4 Examples

In this subsection, we focus on some particular classes of L∞-structures that
will appear recurrently in the next chapters.

In section 2.4.1, we will recall the notion of homotopy comomentum map. This
is a particular L∞-morphism from an ordinary Lie algebra:
Example 1.2.35 (L∞-morphisms defined on Lie algebras). Recall that in example
1.2.4 we have shown how a differential graded Lie algebra can be seen as a
L∞-algebra where all multibrackets in arity greater than two are trivial.
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Consider an ordinary Lie algebra g, i.e. a differential graded Lie algebra
concentrated in degree 0, and an arbitrary L∞-algebra (L, µ). An L∞-morphism
(f) : g→ (L, µ), reads, in the skew-symmetric presentation, as a collection of
skew-symmetric multilinear maps fk : ∧kg→ L1−k such that

fm C[·, ·] =
m∑
`=1

µ` ◦ S̄`,m(f) ∀m ≥ 2 .

Recognizing that

(fm C[·, ·])(x1, . . . , xm+1) =
∑

σ∈unsh(2,m−1)

(−)σfm([xσ1 , xσ2 ], xσ3 , . . . xσm+1) =

= − (fm ◦ ∂CE)(x1, . . . , xm+1)

the previous condition can be read as the coboundary condition

δCEfm = −
m∑
`=1

µ` ◦ S̄`,m(f) ∀m ≥ 2

in the Chevalley-Eilenberg cochain complex over the trivial representation
ρ : g→ 0 (see reminder 1.2.14).
When L is in particular a cochain complex, i.e. the only non-trivial multibracket
is µ1, the previous situation is expressed by the commutation of the following
diagram (in the category of ordinary vector spaces):

· · · Λkg Λk−1g · · · g 0

· · · L−k L−k+1 · · · L0 · · ·

∂ ∂

fk

∂

fk−1

∂ ∂

f1

µ1 µ1 µ1 µ1 µ1

hence it can be seen as a chain map between the Chevalley-Eilenberg complex,
with a suitable degree re-parametrization, and (L, µ1), namely

(f) : (S(g[1])) [−1]→ (L, µ1) .

Most of the subsequent work revolves around the notion of (higher) observables
L∞-algebras (see section 2.3). These L∞-algebras enjoy the convenient
properties to be grounded, i.e. all multibrackets with arity greater than one are
non-trivial only on the "ground degree" zero (definition 1.2.5), and concentrated
in finitely many degrees (negative degrees in the cohomological convention and
positive degrees in the homological convention).
In the case of a grounded L∞-algebra the axioms defining multibrackets and
morphisms are considerably simpler:
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Example 1.2.36 (Axioms of grounded L∞-algebras [RW19, Rem. 6.2]). The
higher Jacobi equations for a grounded L∞-algebra (L, {µi}i≥1) (in the skew-
symmetric multibrackets presentation) read, by degree reasons, as

0 = µk Cµ2 − µ1 ◦ µk+1 (∀k ≥ 1) .

In the spirit of example 1.2.35, the previous equation can be recast as

δ(µk) = d ◦µk+1 (∀k ≥ 1) ,

denoting µ1 = d and(
δ(µk)

)
(x1, ..., xk+1) =

∑
i<j

(−1)i+jµk(µ2(xi, xj), x1, . . . , x̂i, . . . , x̂j , . . . , xk+1) .

(See [RW19, Rem. 6.2] or [Rei19, §4] for the definition of the Chevalley-Eilenberg
coboundary δ in the context of L∞-algebras).
Example 1.2.37 (Morphisms into a grounded L∞-algebras ([Ryv16, Lem. 2.36])).
Also morphisms into a ground Ln algebra (see definition 1.2.5) take a particular
form. Consider (f) : (L, µ)→ (L′, µ′) with L′ grounded, according to definition
1.2.18, the following equation must hold for m ≥ 1:

0 =
(

m∑
`=1

fm−`+1 Cµ`

)
− µ′1 ◦S1,m(f)− µ′m ◦Sm,m(f) =

=
(

m∑
`=1

fm−`+1 Cµ`

)
− µ1 ◦ fm − µ′m ◦ f⊗m1

When studying infinitesimal Lie algebra actions, we will be particularly
interested in L∞-morphisms from a Lie algebra into a grounded L∞-algebra.
In this case the previous equation reads as follows:

0 =fm−1 Cµ2 − µ1 ◦ fm − µ′m ◦ f⊗m1 =

=− δCE (fm−1)− µ1 ◦ fm − µ′m ◦ f⊗m1 .

Note also that, from the L∞-perspective, Ln-algebras are considerably easier
to handle. Being concentrated in degrees {k ∈ Z | − (n− 1) ≤ k ≤ q} means
that a Ln-algebra involves only finitely many non-trivial brackets µ1, . . . , µn+1
satisfying only finitely many higher Jacobi equations J1, . . . , Jn+1 (see for
instance [Ryv16, Lem. 2.35]).

In the following we will also make use of the following construction which allows
to "pushforward" L∞-structures on a given graded vector space V along any
collection of multibrackets (pi : V �i → V )i≥1.
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Remark 1.2.38. Let (V, µ) be an L∞[1]-algebra, and denote the corresponding
codifferential by Q := L̃sym(µ). A degree 0 linear map p : S(V )→ V gives rise
to a degree 0 coderivation Cp := L̃sym(p) of S(V ). In turn, by Remark 1.1.7,
Cp determines an isomorphism of coalgebras eCp .
Consider now

Q′ := eCp ◦Q ◦ e−Cp .

One checks easily that

• Q′ is also a codifferential on S(V ), and thus corresponds to a new L∞[1]-
algebra structure µ′ on V ,

• eCp intertwines Q and Q′, hence it corresponds to an L∞[1]-isomorphism
f from (V, µ) to (V, µ′).

Explicitly, one has

m′ = pV (Q′) =

= pV
(
Q+ [Cp, Q] + 1

2! [Cp, [Cp, Q]] + . . .

)
=

= m+ [p,m]J + 1
2! [p, [p,m]J]J + . . .

and
f = pV (eCp) = prV + p+ 1

2!(pJ p) + . . . ,

where [ , ]J denotes the graded commutator with respect to the symmetric
Nijenhuis–Richardson product J. Under décalage one gets a corresponding
result in the skew-symmetric framework.

In chapter 4 we will discuss the so-called Vinogradov L∞-algebra. That is a (not
grounded) L∞-algebra realized from a differential graded Lie algebra applying
the following construction:

Theorem 1.2.39 (Getzler [Get10, Thm. 3]). Given a differential graded Lie
algebra (L, d, [·, ·])

· · · L−1 L0 L1 · · ·d d

the truncation of its underlying chain complex in negative degrees

L := Tr0 L =
{
Li , i < 0
0 , i ≥ 0
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constitutes a L∞[1]-algebra with the following symmetric multibrackets

{a}1 =
{

d a , |a| < 0
0 , |a| ≥ 0

and

{a0, . . . , an}n+1 =bn

[·, ·]J . . . ([·, ·]︸ ︷︷ ︸
n times

JD)

 (a0, . . . , an) =

=bn

 ∑
σ∈Sn+1

ε(σ)[[. . . , [[Daσ0 , aσ1 ], aσ2 ] . . . ], aσn ]


where

D := d−{·}1 = d ◦πg ,

πg : L� L−1 is the projection on the "ground" degree, and

bn = (−)nBn
n!

is a numerical constant containing the n-th Bernuolli number Bn (see [Wei] for
a survey on the definition and property of Bernoulli numbers).

Remark 1.2.40 (Getzler theorem in the literature). Observe that the previous
result has been originally stated in the homological convention [Get10]. In the
same draft, it is also explained how it can be obtained as a corollary of [FM07,
Theorem 3.1]. Namely, Fiorenza and Manetti has shown how to naturally endow
the mapping cone of a given DGLA morphism χ : (L,d, [·, ·])→ (M,d′, [·, ·]′),
i.e. the differential graded vector space (C(χ),dC) where

C(χ) = L⊕M [1] ,

 dc : Li ⊕M i−1 Li+1 ⊕M i(
x
y

) (
dx

χ(x)− d′ y

)
 ,

with a L∞-structure via homotopy transfer (see [FM07, §4,5]). In [FM07, Rem.
5.7], they also discuss the, somewhat, "miraculous" appearance of the Bernoulli
numbers.

Although we will not make explicit use of it in the following, we want to mention
a procedure for constructing algebras which, in fashion similar to theorem 1.2.39,
realizes higher multibrackets by iteration on multibrackets in lowest arity.
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Example 1.2.41 (Derived brackets). A huge class of examples of L∞-algebras
can be produced with the so-called derived bracket construction due to Voronov
[Vor05]. Namely, it is possible to show how to construct explicitly a L∞-structure
out of any quadruple (L,a, P,∆), called V-data, composed of

• a graded Lie algebra L = (L, [·, ·]);

• an Abelian Lie subalgebra a ↪→ L;

• a projection P : L� a whose kernel is a Lie subalgebra of L;

• an homogeneous, degree 1, element ∆ ∈ ker(P )1 such that [∆,∆] = 0.

See [Vor04, Thm 2] or [FZ15, §1] for a condensed survey.

Observe that given any two L∞-algebras one can construct a third L∞-algebra
given by their direct sum:

Definition 1.2.42 (Direct sum of L∞-algebras [DMZ07, ex. 6.5]). Given any
two L∞-algebras V = (V, µ) and W = (W, ν), we call direct sum of V and W
the L∞-algebra V ⊕W with underlying vector space given by the direct sum
V ⊕W of the underlying vector spaces of V and W and with multibrackets
given, for any k ≥ 1, by

µ⊕k := µk ⊕ µ′k : (V ⊕W )∧k V ⊕W(
v1
w1

)
⊗ . . .

(
vk
wk

) (
µk(v1, . . . , vk
µ′k(w1, . . . , wk)

) .

An important results show how any L∞-algebra can be equivalently expressed
as the direct sum of two L∞-algebras of a "simpler" type:

Theorem 1.2.43 (Decomposition theorem [Kon03, Lemma 4.9]). Any L∞-
algebra is L∞-isomorphic to the direct sum of a minimal L∞-algebra (the unary
bracket is zero) with a linear contractible L∞-algebra (all brackets are zero
except the unary one and all cohomology groups vanish).



Chapter 2

Multisymplectic manifolds and
symmetries

Multisymplectic structures (also called “n-plectic”) are a rather straightforward
generalization of symplectic ones where closed non-degenerate (n + 1)-forms
replace 2-forms.
Historically, the interest in multisymplectic manifolds, i.e. smooth manifolds
equipped with an n-plectic structure, has been motivated by the need for
understanding the geometrical foundations of first-order classical field theories.
The key point is that, just as one can associate a symplectic manifold to an
ordinary classical mechanical system (e.g. a single point-like particle constrained
to some manifold), it is possible to associate a multisymplectic manifold to
any classical field system (e.g. a continuous medium like a filament or a fluid).
It is important to stress that mechanical systems are not the only source of
inspiration for instances of this class of structures. For example, any orientable
n-dimensional manifold can be considered (n− 1)-plectic when equipped with
a volume form and semisimple Lie groups have a natural interpretation as
2-plectic manifolds.
As proposed by Rogers in [Rog12] (see also citeZambon2012), this generalization
can be expanded by introducing a higher analogue of the Poisson algebra of
smooth functions (also known as “observable algebra”) to the multisymplectic
case. Namely, he proved that observables on a multisymplectic manifold can be
algebraically encoded by an L∞-algebra; that is a graded vector space endowed
with skew-symmetric multilinear brackets satisfying the Jacobi identity up to
coherent homotopies.
The latter concept allowed for a natural extension of the notion of moment

59
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map, called homotopy comomentum map, originally defined in [CFRZ16],
associated to an infinitesimal action of a Lie group on a manifold preserving
the multisymplectic form.

This chapter delivers a self-contained survey to the theory of multisymplectic
manifolds, as defined by Catrijn, Ibort, and de León [CID99], adopting the
algebraic framework proposed originally by Rogers in order to study symmetries
admitting homotopy comomentum maps. Most results can be found in the
literature [Rog12, CFRZ16, FLGZ15, RW15] but we present some of the proofs
for a clearer and self-contained exposition. For general background on symplectic
geometry and (co)momentum maps we quote, among others [AMM78, GS84,
AK98].

2.1 Reminder on multi-Cartan calculus

From a purely algebraic point of view, one can define the Cartan calculus on
every pair (g, A) composed by a Lie algebra g and a graded associative algebra
A as a triple of operations

d ∈ Der1(A) , L : g→ Der0(A) , ι : g→ Der−1(A) ;

satisfying the following commutation rules for any x, y ∈ g:

[d,d] = 0 (2.1)

[Lx,d] = 0 (2.2)

[ιx,d] = Lx (2.3)

[ιx, ιy] = 0 (2.4)

[Lx,Ly] = L[x,y]g (2.5)

[Lx, ιy] = ι[x,y]g (2.6)

where [·, ·]g denotes the Lie bracket on g and [·, ·] denotes the graded commutator
between endomorphisms on A. (See [Mei04, §3]).

Specializing this to the geometric setting of smooth manifolds, i.e. taking as
the Lie algebra the C∞(M)-module of vector fields and considering the graded
commutative C∞(M)-algebra of differential forms

g = X(M) = Γ(TM) , Ak = Ωk(M) = Γ(ΛkT ∗M) ,
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we get the standard Cartan calculus on smooth manifold where d is the de
Rham differential, Lv is the Lie derivative along the vector field v and ιv is the
insertion (contraction or inner composition) of the vector field v into a given
form.

When working on manifolds with a fixed ("preferred") differential form in degree
greater than two, computations involving several vector fields come immediately
into play. Hence, we are led to generalize the previous apparatus replacing
g with its corresponding Gerstenhaber algebra (see remark 2.1.1) or, in the
geometric setting, to consider the algebra of multi-vector fields.
Reminder 2.1.1 (Gerstenhaber Algebra structure on CE(g)). Given a Lie
algebra (g, [·, ·]), consider the Chevalley-Eilenberg chain complex CE(g) given
by Λ≥1(g[1]) together with the boundary operator ∂ given in equation (1.30)
(see reminder 1.2.14).

One can introduce on CE(g) a skew-symmetric bilinear operator of degree −1
called Schouten bracket defined on decomposable elements by

[x1 ∧ · · · ∧ xm, y1 ∧ · · · ∧ yn] =

=
∑

1≤i≤m
1≤j≤n

(−)i+j [xi, yj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xm ∧ y1 ∧ · · · ∧ ŷj ∧ · · · ∧ yn .

(2.7)
and then extended by linearity on the whole graded vector space. This operation
makes CE(g) into a Gerstenhaber algebra, in particular the following properties
are satisfied

[x, [y, z]] = [[x, y], z] + (−)(|x|−1)(|y|−1)[y, [x, z]] (Graded Jacobi)

[x, y ∧ z] = [x, y] ∧ z + (−)(|x|−1)|y|y ∧ [x, z] . (Graded Poisson)

Observe that the Schouten bracket and the Chevalley-Eilenberg operator
(equation (1.30)) satisfy the following compatibility relation (see for example
[RWZ20, Lemma 3.12]) for any p, q ∈ CE(g)

∂(p ∧ q) = (∂p) ∧ q + (−)|p|p ∧ (∂q) + (−)|p|[p, q] .

Definition 2.1.2 ((Gerstenhaber) Algebra of multi-vector fields). We call
algebra of multi-vector fields the Gerstenhaber algebra associated to the Lie
algebra of vector fields X(M). Explicitly, one has

Xk(M) = Γ(ΛTnM) ∼= ΛC∞(M)X(M)

together with ∂ and [·, ·] as defined in equations (1.30) and (2.7) respectively.
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As before, we call decomposable multi-vector field any element p ∈ X•(M) which
can be expressed as a wedge product of a fixed number of tangent vector fields.

Hence, multi-vector calculus, is determined by the specification of the following
three operations on the algebra Ω(M) (i.e. differential forms together with the
wedge product):

d ∈ Der1(Ω(M)) , L : Xk(M)→ Der1−k(Ω(M)) , ι : Xk(M)→ Der−k(Ω(M)) ;

Operator d is not affected by this transition from vector fields to multi-vector
fields, and is still given by the de Rham operator. One has only to make clear
how to construct ιp and Lp along a given multi-vector field p. It is possible to
define such operators iterating the definition of the corresponding operator on
ordinary vector fields.

Definition 2.1.3 ((Multi-)contraction (interior product)). Given a differential
form α ∈ Ω(M), for any given decomposable vector field p = v1 ∧ · · · ∧ vn we
define the multi-contraction operation of α by p as the consecutive contraction
of α with each component of p, i.e.

ιp α = ι(v1 ∧ · · · ∧ vn)α = ιvn . . . ιv1α .

The corresponding interior product

ιk : Xk(M)⊗ Ω`(M)→ Ω`−k(M)

is extended to a well-defined derivation ιv ∈ Der−k(Ω(M)) by C∞(M)-linearity.

Remark 2.1.4. There is an obvious matter of choice in the definition of ι given by
the order in which the components vi of p are inserted into the form. Clearly, all
of this conventions only differs by a sign. Here, we are following the convention
used, for example, in [Rog12, CFRZ16, RW19].

Another natural choice would be to use the opposite order (see e.g [Del18a,
Del18b]). The two conventions differs by a sign given by the following equation:

ιx1 . . . ιxn = (−)σ̄nιxn . . . ιx1

where σ̄n is the permutation reversing the order of the list of n elements,
therefore

(−)σ̄n = (−)
∑n

i=1
(n−i) = (−)

n(n−1)
2 .

There is a sign emerging from the previous convention that will appear
recurrently when dealing with multisymplectic construction. We single out a
compact definition and a couple of simple properties for later reference:



REMINDER ON MULTI-CARTAN CALCULUS 63

Definition 2.1.5 (Total Koszul sign). We call (k-th) total Koszul sign, the
coefficient

ς(k) = −(−)
k(k+1)

2 (2.8)

corresponding to minus the Koszul sign of the permutation reversing k + 1
degree 1 elements 1.

Lemma 2.1.6. The total Koszul signs satisfies the following properties

ς(k + 1) = −ς(k − 1) , ς(k − 1) = (−)kς(k) . (2.9)

The notion of Lie derivative can be extended to the multi-vector fields context
simply by enforcing the analogue of the Cartan’s "magic" rule (equation (2.3)
in the above list).

Definition 2.1.7 ((Multi-)Lie Derivative). Given a differential form α ∈ Ω(M),
for any given multi-vector field p ∈ X(M) we define the multi-Lie derivative of
α along p as the differential form given by the graded commutator

Lp(α) := d ιpα− (−)|p|ιp dα .

These operators satisfy a "graded" analogue of the six commutation rules defining
the ordinary Cartan calculus:

Proposition 2.1.8 (Multi-Cartan commutation rules, [FPRR03, A.3]). For
any multi-vector field v ∈ X(M), the graded derivations Lv, ιv,d in degrees
|Lv| = 1− |v|, |ιv| = −|v|, |d | = 1 satisfy the following commutation rules:

[d,d] = 0 (2.10)

[d,Lv] = 0 (2.11)

[d, ιx] = Lx (2.12)

[ιx, ιy] = 0 (2.13)

[ιy,Lx] = −ι[x,y]sc (2.14)

[Lx,Ly] = (−)(|x|−1)(|y|−1)L[x,y]sc (2.15)

where [·, ·]sc are understood as graded commutators pertaining to the (associative)
composition of graded linear operators and [·, ·] denotes the Schouten bracket of
multi-vector fields.

1The first total Koszul signs read +,+,−,−,+,+,−,−, . . . for k equal to 1, 2, . . . .
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Remark 2.1.9. From the previous commutation rules follows the following
explicit expression of the Lie derivative along the wedge of two ordinary graded
vector fields:

Lx∧y = [d, ιx∧y] = [d, ιyιx] = (−)|y|ιy[d, ιx] + [d, ιy]ιx = Lyιx + (−)|y|ιyLx .

Thence, by multiple iteration of the Cartan’s formula (2.3), one gets the following
explicit expression for the Lie derivative along a decomposable multi-vector field

Lx1∧···∧xn = (−)n
[
ι(∂(v1 ∧ · · · ∧ vn)) +

m∑
k=1

(−1)kι(v1 ∧ · · · ∧ v̂k ∧ · · · ∧ vn)Lvi

]
,

where (̂·) denotes deletion and ∂ is the Chevalley-Eilenberg coboundary operator
pertaining to the Lie algebra X(M) (see equation (1.30)).

This leads to the following recurring formula:

Lemma 2.1.10 (Multi-Cartan magic formula (see [MS12a, Lem 3.4] or [RWZ20,
Lem 2.18])). Given any m vector fields xi ∈ X(M), the following equation holds:

(−1)m d ι(x1 ∧ · · · ∧ xm) = ι(x1 ∧ · · · ∧ xm)d +

+ ι(∂ x1 ∧ · · · ∧ xm) +

+
m∑
k=1

(−1)kι(x1 ∧ · · · ∧ x̂k ∧ · · · ∧ xm)Lxk .

(2.16)

2.2 Multisymplectic manifolds

In this work, we will adopt the notion of multisymplectic manifold as introduced
by Catrijn, Ibort, and de León in [CID99]

Definition 2.2.1 (Multisymplectic manifold [CID99] (n-plectic manifold)). We
call a pre-multisymplectic manifold of degree (n+1), a pair (M,ω) composed of a
smooth manifoldM together with a closed differential (n+1)-form ω ∈ Ωn+1(M),
called pre-multisymplectic form.
A pre-multisymplectic manifold is called multisymplectic if ω is not degenerate,
i.e. if the flat map of ω,

ω[ : TM ΛnT ∗M
(x, u) (x, ιuωx)

, (2.17)
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is an injective bundle morphism over M .
For a fixed degree (n+ 1) of the form such manifolds are also called "n-plectic".

Multisymplectic manifolds form a category with the following notion of
morphism:

Definition 2.2.2 (Multisymplecto-morphism ((n)-plecto-morphism)). Given
two n-plectic manifolds (M,ω) and (M ′, ω′) we call multisymplecto-morphism
(n-plecto-morphism) φ : (M,ω) → (M ′, ω′) any diffeomorphism φ : M → M ′

such that
φ∗ω′ = ω .

Remark 2.2.3 (On other notions of higher symplectic structures). We stress that
there are numerous candidates proposed as the "higher analogue" of symplectic
structures scattered across the literature; most of them are not entirely equivalent
to the notion of multisymplectic structure adopted in this text.
For instance, we mention the notion of Poly-symplectic structures[Gün87] which
are given by vector-valued symplectic forms in Ω2(M,V ). Other recurrent names
are the so-called k-symplectic structures[Awa92] and the k-almost cotangent
structures[DMS88] that are now fully understood to be equivalent to the
polysymplectic ones (see [Bla19] for a review).
There is also a notion of higher symplectic geometry[na20j] in the sense of
categorification[BHR10] based on the idea to consider as the underlying space
M some generalized notion of smooth spaces, for instance, Lie ∞ algebroids.

There are two extreme cases of multisymplectic manifolds given by the following
two examples:
Example 2.2.4 (Symplectic forms and volume forms).

• Symplectic manifolds are n-plectic manifolds with n = 1.

• Orientable manifolds of dimension (n+ 1) are n-plectic with respect to a
choice of volume form.

Observe that in both of these cases the flat bundle map ω[ is also bijective, by
purely dimensional reasons, since:

dim(ΛnT ∗M) =
(
n+ 1
n

)
=
(
n+ 1

1

)
= dim(Λ1T ∗M) .

In subsection 2.2.2 we will recall some other examples thoroughly studied in
the literature.
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2.2.1 Linear case

When considering a "flat" smooth manifold M , i.e. globally diffeomorphic to
the tangent space TpM at any point p ∈M , giving a pre-n-plectic form on M
is tantamount to give a n-form on its linear model V ∼= TpM . This justify the
following definition:

Definition 2.2.5 (Multisymplectic vector space). We call k-plectic vector space
any R-vector space V endowed with a form ω ∈ Λk+1V ∗ that is not degenerate,
i.e. ω(v, ·) = 0⇔ v = 0.
Two multisymplectic k-plectic vector spaces (V, ω), (V ′, ω′) are said isomorphic
if there exists a linear isomorphism map L : V → V ′ pull-backing ω′ to ω (linear
multisymplectomorphism), i.e such that L∗ω′ = ω.

Remark 2.2.6. Clearly, the previous notion of multisymplectic manifold can be
recovered from the notion of multisymplectic vector space. A multisymplectic
bundle, is a vector bundle E → M equipped with a multisymplectic (linear)
structure of fixed order (say k) on each fibre with smooth dependence on the
point of the base manifold. If E is indeed the tangent bundle of M , the above
structure is encoded by a differential form ω ∈ Ωk(M). If ω is non-degenerate
in the above sense it will be called a almost multisymplectic structure. The
special subclass of almost multisymplectic structures that are also integrable, in
the sense that ω is closed, are the multisymplectic manifolds given in definition
2.2.1.
Example 2.2.7 ("Canonical" linear multisymplectic form). Given any vector
space V , for any 1 ≤ k ≤ dim(V ), the vector space V ⊕ ΛkV ∗ is naturally
k-plectic when equipped with the canonical multisymplectic form (see [CID99,
Prop. 2.2])

Ω: (V ⊕ ΛkV ∗)⊗(k+1) V ⊕ ΛkV ∗(
v1
α1

)
⊗ · · · ⊗

(vk+1
αk+1

) k+1∑
i=1

(−)iαi(v1, . . . , v̂i, . . . , vk+1)
.

In the 1-plectic case, the remarkable phenomenon occurs that every symplectic
vector space of the same dimension "looks the same". Namely, every 1-plectic
vector space is isomorphic to the space L⊕L∗, for a given Lagrangian subspace
L, together with the canonical symplectic form defined in example 2.2.7. In
other words, the multisymplectic vector space of example 2.2.7, when k = 1,
gives a canonical model for any 1-plectic vector space in a given dimension.
On the other hand, the situation is much wilder for arbitrary k-plectic vector
spaces. On a given n dimensional space, there may be several non-isomorphic
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families of k-plectic structures or even none. The following theorem elucidates
the picture:
Theorem 2.2.8 (Martinet-Capdevielle-Westwick-Djocović-Ryvkin [RW19,
Thm. 4.2]). Let Σk

n be the number of non-equivalent isomorphism classes
of (k+1)-plectic forms on n-dimensional vector spaces. The following properties
hold:

• Σnn = 1 for all n (volume forms).

• Σ1
n as well as Σn−1

n are zero for n > 1.

• Σ2
n is 0 for n odd and one for n even (symplectic forms).

• Σn−2
n = bn2 c − 1, when (n mod 4) 6= 2 (for n ≥ 4) and Σn−2

n = n
2 , when

(n mod 4) = 2 (for n ≥ 4).

• Σ3
6 = 3, Σ3

7 = 8 , Σ3
8 = 21, Σ4

7 = 15 and Σ5
8 = 31 .

• Σkn =∞ in all other cases.

For dimensions up to n = 9 the numbers look as follows, where the rows range
from 0-forms to n-forms:

n = 0 −

n = 1 − 1

n = 2 − 0 1

n = 3 − 0 0 1

n = 4 − 0 1 0 1

n = 5 − 0 0 1 0 1

n = 6 − 0 1 3 3 0 1

n = 7 − 0 0 8 15 2 0 1

n = 8 − 0 1 21 ∞ 31 3 0 1

n = 9 − 0 0 ∞ ∞ ∞ ∞ 3 0 1
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Remark 2.2.9 (Normal forms in multisymplectic geometry). The Darboux
theorem is a celebrated result in symplectic geometry stating that, for any
given point p of a symplectic manifold (M,ω) of dimension 2n, there exists a
local coordinate chart (Up, (x1, . . . , x2n), called Darboux coordinates, such that
ω|Up can be expressed in the normal form

ω

∣∣∣∣
Up

=
n∑
i=1

dxi ∧ dxn+i .

The existence of such coordinate charts is a consequence of two phenomena
which appear to be false in the general k-plectic case:

1. All 1-plectic vector spaces with the same dimension are isomorphic to the
canonical symplectic vector space given in example 2.2.7.

2. All symplectic manifolds are locally diffeomorphic to the linear symplectic
manifold (TpM,ωp), i.e. for any p ∈ M there exists a suitable
neighbourhood Up together with a diffeomorphism φ : Up → TpM such
that φ(p) = 0 and φ∗ωp = ω, hence, in such a coordinate chart, ω|Up is
given by the constant-coefficient differential form ωp.

The general failure of 1 is completely understood by theorem 2.2.8, i.e. the
existence of several non-equivalent isomorphism classes.

The failure of 2 is slightly more subtle and requires to define a notion of flatness
at any point p, i.e. the existence of a local chart ϕ : Up → TpM such that
ϕ(p) = 0 and ϕ∗ωp = ω. Note that, if the latter holds, it is not guaranteed that
local models for every point p ∈M will lie in the same isomorphism class.

Other than 1-plectic structure, also (dim(M)− 1)-plectic structures (i.e. volume
forms) and multi-cotangent bundle structures admits a normal form. Several
other examples are studied in [RW19, §4].

2.2.2 Examples

In addition to the extreme cases stated in example 2.2.4, several other examples
of multisymplectic structure can be found in the literature. Below we mention
some examples mainly taken from [CID99, CFRZ16, RW19].
Example 2.2.10 (Multicontangent bundles [CID99, §6]). Consider a smooth
manifold Q, the corresponding Multicotangent bundle M = ΛnT ∗Q is naturally
n-plectic.
We denote by πQ the fibration ΛnT ∗Q� Q and by πM the fibration ΛnT ∗M �
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M . On M one can introduce a differential form θ ∈ Ωn(M), called tautological
n-form defined as the unique section of Γ(ΛnT ∗M,M) such that the diagram
of smooth maps

M ≡ ΛnT ∗Q ΛnT ∗M

Q ΛnT ∗Q

θ

πM

α

α

commutes for any section α ∈ Γ(ΛnT ∗Q,Q). In terms of pull-backs of differential
forms, it means that α∗θ = α. Explicitly, commutativity means that for any
q ∈ Q, η ∈ ΛnT ∗qQ and vectors u1, . . . , u2 ∈ T(q,η)M the following equation
holds

(q, η((πQ)∗u1, . . . , (πQ)∗un)) = (q, θ(q,η)(u1, . . . un)) ,

where (πQ)∗ denotes the push forward along the projection T(q,η)πQ. This can
be read as the condition that

θη(u1, . . . , un) = η((πQ)∗u1, . . . , (πQ)∗un)

or
θ

∣∣∣∣
(q,η)

= (πQ)∗(q,η)η

justifying the name of "tautological form". Choosing local coordinates (q1, . . . , qk)
on Q and denoting by pI , with I = (i1, . . . , in) a multi-index with 1 ≤ i1 <
i2 < · · · < in ≤ k, the canonical conjugated coordinates on the fibres, one gets
that the tautological form takes the following expression:

θ

∣∣∣∣
(qi,pI)

=
∑

1≤i1<i2<···<in≤k
pi1,...,in d qi1 ∧ . . . d qin =

∑
I

pI d qI .

The canonical n-plectic form on ΛnT ∗Q, also known as multicanonical[FR05],
is given by the exterior derivative of θ:

ω := − d θ .

In the above coordinates it reads as

ω

∣∣∣∣
(qi,pI)

=
∑
I

−d pI ∧ d qI .
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Non-degeneracy of ω can be read as the condition that, for any v =
∑
i x

i∂i +∑
I zI∂pI , the form

ιv ω =
∑

I=(i1,...,in)
1≤i1<···<in≤k

zI d qI + d pI ∧

∑
j∈{i1,...,in}

xj d qi1 ∧ · · · ∧ d̂ qj ∧ · · · ∧ d qin


vanishes only if v = 0. The latter condition is met since the right-hand side is a
composition of linearly independent n-forms.

This construction is the “higher analogue” of the canonical symplectic structure
naturally defined on any cotangent bundle. Note, however, that this is not yet
the “higher analogue” of a phase space, as explained in the following example.
Example 2.2.11 (Multiphase space [CCI91, GIM+98, CID99]). Consider now
the case that Q is fibred over another smooth manifold Σ, i.e. is the total
space of a smooth bundle π : Q→ Σ. Denote by V (π) the vertical sub-bundle
V (π) ↪→ TQ. Recall that the fibres of V (π) are given by Vy(π) = ker(π∗)y for
any y ∈ Q. Consider then the subbundle of r-semibasic n-forms of Q, concretely
defined by the following fibres

ΛnrQ =
{
α ∈ ΛnT ∗Q | ιv1 . . . ιvrα = 0, ∀vi ∈ Vπ(α)(π)

}
.

For any r ≤ n one has the following diagram in the category of smooth manifolds

ΛnrQ ΛnT ∗Q

Q

Σ .

i

π

One can then pullback the canonical multisymplectic form ω given in example
2.2.10 from ΛnT ∗Q to ΛnrQ to obtain the pre-multisymplectic manifold

(ΛnrQ, i∗ω)

that can be proved to be n-plectic (see for example [RW19, Prop./Def. 2.14]).

A crucial result is that, in the particular case r = 2, the smooth manifold Λn2Q
is diffeomorphic to the twisted affine dual of the first jet bundle [Sau89] of
π : Q→ Σ (see [GIM+98, Prop. 2.1] or [BHR10, Example 2.4]). The choice of
such naming comes from the geometric mechanics of classical field theories with
configuration bundle given by π, for details see [CCI91, GIM+98, RW19]
Example 2.2.12 (Semisimple Lie groups [CID99]). Any Lie group G with (finite-
dimensional) Lie algebra g is canonically pre-2-plectic, if g is semisimple the
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canonically pre-2-plectic form is non-degenerate.
The canonical 3-form for G is the form ω ∈ Ω3(M) given, for any g ∈ G and
ui ∈ TgG, by

ω

∣∣∣∣
g

(u1, u2, u3) =
〈
θL
∣∣∣∣
g

(u1),
[
θL
∣∣∣∣
g

(u2), θL
∣∣∣∣
g

(u3)
]〉

where:

• 〈·, ·〉 denotes the Killing form of g defined as the bilinear operator

〈·, ·〉 : g⊗ g R

(x, y) trace(adx · ady)
.

From the properties of the trace and from the Ad-equivariance of the Lie
bracket one has that 〈·, ·〉 is symmetric and Ad-invariant.

• ad denotes the adjoint representation of g explicitly given by the Lie
algebra morphism

ad: g End(g)
x (adx : y 7→ [x, y])

(where [·, ·] on End(g) is given by the commutator of linear operators);

• θL denotes the Maurer-Cartan form of G, that is the left invariant g-
valued 1-form θL ∈ Ω1(M, g) defined as the tangent map along the left
multiplication

Lg : G G

h g · h
.

Namely:
θL
∣∣∣∣
g

= Tg(Lg−1) : TgG→ TeG ∼= g .

The closedness of ω follows from being both left and right invariant on the Lie
group G. If the group is semisimple then g = [g, g]; therefore the pairing 〈·, ·〉
and ω are non-degenerate (see [RW19, Ex. 3.6] for the complete argument).
Example 2.2.13 (Cosymplectic manifolds [CID99]). A cosymplectic manifold is
a triple (M,Φ, η) consisting of an orientable (2n+ 1)-dimensional manifold M
together with closed forms Φ ∈ Ω1(M) and η ∈ Ω2(M) such that Φ ∧ ηn is a
volume form. The form ω = Φ ∧ ηn is a closed non-degenerate (2n+ 1)-form,
hence 2n-plectic over M . Non-degeneracy can be ascertained easily by writing
(M,φ, η) in Darboux-like coordinates (see [CMDNY13] for a complete survey
on the subject).
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Example 2.2.14 ((Subclasses) of Kähler manifolds). Any quaternionic almost
Kähler manifold is 3-plectic with multisymplectic form given by the fundamental
4-form Ω [Swa91]. Recall that Hyper-Kähler manifolds are a subcase of the
latter. In [MS12b] is proposed a construction recovering all homogeneous strictly
nearly Kähler 6-manifolds as 2-plectic.
Example 2.2.15 (Sum and products of multisymplectic manifolds [RW19]). Given
a finite number of multisymplectic manifolds (Mi;ωi), one can canonically endow
the product manifold ×iMi wit a multisymplectic structure given by the wedge
product

ωprod =
∧
i

π∗i ωi ,

where πj : ×iMi → M is the standard projection. If all the multiplicand
manifolds are k-plectic, one can also define a k-plectic "sum" structure given by

ωsum =
∑
i

π∗i ωi .

Example 2.2.16 (G2-structures [RW19, ex 3.7]). Given a seven-dimensional
manifold M , a closed G2-structure on M consists of a closed differential 3-form
ω admitting, for all p ∈M , a basis (e1, ..., e7) of T ∗pM such that

ωp = e123 + e145 − e167 + e246 + e257 + e347 − e356 ,

where eijk denotes ei∧ej ∧ek. Being the addenda defining ω linear independent,
ω[ has a 7-dimensional range, hence ω is a 2-plectic structure.

The following is an example involving a ∞-dimensional smooth manifold:
Example 2.2.17 (Affine connections on a Principal bundle [CFRZ16, §10]). Let
be G a Lie group with a finite-dimensional Lie algebra g, consider a smooth
G-principal bundle P = (G ↪→ P � M) over a (n + 1)-dimensional compact
smooth manifold M . The action G	P on the principal bundle is considered
on the right (c.f. subsection 4.1.1).
Denote by A the space of all principal G-connections on P . Recall that
A is an infinite-dimensional affine space modelled on the vector space ~A =
(Ω1

hor(P ) ⊗ g)G, where superscript G denotes invariance with respect to the
aforementioned right action. Therefore, A is smooth and "flat" in the sense
that TaA ∼= ~A for any affine connection a ∈ A (See [KN96]).
Any G-invariant polynomial q ∈ Sn+1(g∗) define a constant (n+ 1)-differential
form, hence pre-n-plectic form, on the space of affine connections A. If the
chosen polynomial is in particular also non-degenerate, i.e. the mapping

g Sn(g∗)
x ιxq

in injective, the corresponding canonical pre-n-plectic structure on A is in
particular non-degenerate [CFRZ16, Prop. 10.3].
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2.2.3 Special classes of differential forms and vector fields

Exactly as it happens in symplectic geometry, fixing a (pre-)n-plectic structure
ω on M provides a criterion for identifying special classes of vector fields and
differential forms.

Definition 2.2.18 (Multisymplectic and Hamiltonian vector fields). Given a
pre-n-plectic manifold (M,ω), a vector field v ∈ X(M) is said (multi)-symplectic
(resp. Hamiltonian) if ιvω is a closed (resp. exact) form. We denote the
corresponding vector spaces as

Xmsy(M,ω) = {v ∈ X(M) | ιv(ω) ∈ Zn(M)}

Xham(M,ω) = {v ∈ X(M) | ιv(ω) ∈ Bn(M)} .

It follows from the Cartan rule that the flow of a multisymplectic vector field
preserves the pre-n-plectic form (strictly, in the sense of definition 2.2.27). Hence
the elements of Xmsy(M,ω) are the infinitesimal counterpart of diffeomorphisms
preserving the multisymplectic structure.

Lemma 2.2.19. Let be (M,ω) a pre-n-plectic manifold and consider the vector
spaces introduced in definition 2.2.18. One has the following inclusion of Lie
algebras

Xham(M,ω) Xmsy(M,ω) (X(M), [·, ·]) .

In the case that Hn
dR(M) = 0 the first inclusion is an isomorphism Xmsy(M) ∼=

Xham(M).
Furthermore, Xham(M) is a Lie algebra ideal of Xmsy(M), i.e. [Xham(M),Xmsy(M)] ⊂
Xham(M).

Accordingly, we can select a special class of differential forms:

Definition 2.2.20 (Hamiltonian (n−1)-forms). Given a pre-n-plectic manifold
(M,ω), a differential form α ∈ Ωn−1(M) is called Hamiltonian if is a primitive
of ιvω ∈ Bn(M) for a certain Hamiltonian vector field v, called the Hamiltonian
vector field of α.
Hamiltonian (n− 1)-forms constitute a subspace of Ωn−1(M) denoted as

Ωn−1
Ham(M,ω) =

{
α ∈ Ωn−1(M) | ∃ vα ∈ X(M) : dα = −ιvαω

}
.

The equation dα+ ιvαω = 0 it is also known as the Hamilton-DeDonder-Weyl
(HDDW) equation (see [RW19]).
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Remark 2.2.21 (Sign conventions). The appearance of the minus sign in the
HDDW equation is purely conventional. Here we are adopting a convention
mostly found in the multisymplectic geometry literature (e.g. [CFRZ16, RW19]).
The opposite choice can be found for instance in [CdS01].
Remark 2.2.22. Observe that, except for the case n equal to 1 or dim(M)− 1
where ω[ is bijective, not all the (n− 1)-forms are Hamiltonian.
Note also that if ω is non-degenerate, i.e. n-plectic rather than pre-n-plectic,
if there exists an Hamiltonian vector field vα pertaining to α it ought to be
unique. Hence there is a well-defined surjective map

πham : Ωn−1
ham(M,ω) Xham(M,ω)

α vα
.

Finally, observe that closed (n− 1)-forms are clearly Hamiltonian with trivial
Hamiltonian vector field, hence there is a short exact sequence of vector spaces:

0 Ωn−1
cl (M) Ωn−1

ham(M,ω) Xham(M,ω) 0πham .

Remark 2.2.23 (Hamiltonian pairs and Hamilton-DeDonder-Weyl equation).
Slightly more in general (see for instance [Del18b, RW19]), given a pre-n-plectic
manifold (M,ω), one could define a Hamiltonian pair as the pair of multivector
fields and differential forms satisfying the so-called Hamilton-DeDonder-Weyl
equation pertaining to ω. Namely, one can define

Hamn−k(M) =
{(

vα
α

)
∈ Xk(M)⊕ Ωn−k(M)

∣∣∣ ιvαω + dα = 0
}
,

for any 0 ≤ k ≤ n−1. Note that one can make sense of the space of Hamiltonian
(n− k)-forms as a pullback in the category of ordinary vector spaces

Hamn−k(M) Ωn−k(M)

Xk(M) Ωn−k+1(M)

y
d

ι( )ω

.

In the non-degenerate case, one has that Hamn−1(M) ∼= Ωn−1
ham(M).

Notation 2.2.24 (On the ubiquitous role of the multicontraction operator). Once
one fixes a "preferred" differential form ω over a given smooth manifold M ,
and being the former a C∞(M)-multilinear map on vector fields, it is natural
to study the properties of the pair (M,ω) by probing the chosen form ω on
arbitrary vector fields. Hence, the contraction (insertion) operation against the
multisymplectic form will be a key ingredient in most constructions involved in
multisymplectic geometry.
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In this spirit, let us anticipate some notations involving multicontraction that
will have a recurring role in the following, although they may appear trivial and
redundant at this stage.
Given a differential form ω ∈ Ωn(M) we define the signed k-multicontraction of
ω as the following linear operator

ιkXω : Xk(M) Ωn−k(M)
x1 ∧ · · · ∧ xk ς(k)ι(x1 ∧ · · · ∧ xk)ω

. (2.18)

Observe that this maps can be arranged as a graded morphism between two
chain complexes

0 X(M) X2(M) · · · Xk(M) · · · Xn+1(M) · · ·

· · · Ωn(M) Ωn−1(M) · · · Ωn+1−k(M) · · · Ω0(M) 0

∂

ι1Xω

∂

ι2Xω

∂ ∂

ιkXω

∂ ∂

ιn+1
X

ω

∂

d d d d d d
(2.19)

namely, following [Del18b, §3.2], one can observe that ιkXω can be read as the
k-th component of a homogeneous map of degree n given by the following
graded vector space morphism

ιXω : \X(M)→ Ω(M)[n+ 1] ,

where \X(M) denotes the graded vector space X(M) taken with reverse
ordering(i.e. (\X(M))−k = X(M)k, see equation (1.3)). This graded map
yields a chain-complexes morphism if certain other conditions are met (see
lemma 2.2.25).
Collectively, this can be abstracted as the image of the following operator

ιX : Ω(M) Hom(\X(M),Ω(M))
ω

{
ι−kX ω : X(M)−k → Ω|ω|+k(M)

}
k≤−1

Starting from section 2.4, we will mainly focus on certain graded linear subspaces
of the space of multivectors fields. More generally, for any given linear map
v : g→ X1(M) we will denote the signed multi-contraction along the image of
v as the precomposition

ιkgω :=
(
ιkX(M)ω

)
◦ v⊗k . (2.20)

In chapter 4 we will make frequent use of a (skew)-symmetrized version of the
ordinary contraction operator defined, for any n ∈ Z, as

〈·, ·〉± : (X(M)⊕ Ω(M)[n])⊗2 Ω(M)[n− 1](
x1
α1

)
⊗
(
x2
α2

)
1
2 (ιx1α2 ± ιx2α1)

.
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A first justification for introducing the notation given in remark 2.2.24 comes
from the next lemma:

Lemma 2.2.25 (KKS L∞-cocycle [FRS14, Prop. 3.8]). Call B(n) the following
shifted truncation of the de Rham complex of the pre-n-plectic manifold (M,ω):

B(n) := Trn(Ω(M))[n]⊕ d Ωn−1(M) ;

the latter is given component-wise by the following diagram in the category of
vector spaces:

0 B−n(n) . . . B−k(n) . . . B−1
(n) B0

(n) 0

C∞(M) Ωn−k(M) Ωn−1(M) d Ωn−1(M)

d d d d

.

The k-multilinear maps ιkXham
ω defined in equation (2.18), with 1 ≤ k ≤ n+ 1,

taken together with the restriction to Hamiltonian vector fields (see eq. (2.20)),
define the components (1 ≤ k ≤ n+ 1) of a L∞-morphism

(ιXhamω) : X1
ham(M)→B(n)

between the Lie algebra of Hamiltonian vector fields and the Abelian L∞-algebra
B(n).

Proof. Observe first that the diagram (2.19) can be read as a bona fide chain map
when restricted to multisymplectic vector fields since lemma 2.1.10 guarantees,
for any p = v1 ∧ · · · ∧ vk ∈ ΛkX(M), that

(
d ◦(ιkXω)− (ιk−1

X ω) ◦ ∂
)

(p) = (−)kς(k)
(
ιp��dω +

k∑
i=1

ιxk . . . ι̂xi . . . ιx1Lxiω

)

and the right-hand side vanishes for p ∈ ΛkXmsy(M,ω). Hence ιXω defines a
chain map ιXω : \X(M) → Ω(M)[n+ 1] from the order reversed complex of
multisymplectic multivector fields to the [n+ 1] shift of the de Rham complex
(which puts (n+ 1)-forms in degree zero).
Restricting furthermore to Xham(M,ω) ⊂ Xmsy(M,ω) this can be refined to a
chain map

ιXham : \Xham(M,ω)→B(n)[1] .

An overall shift of the previous map yields the following chain complex morphism

ιXham [1] :
(
S≥1 (X1

ham(M,ω)[1]
))

[−1]→B(n)

giving, according to remark 1.2.35, the sought L∞-morphism.
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Remark 2.2.26. This construction has been proposed in [FRS14] as a n-plectic
analogue of the Kirillov-Konstant-Souriau 2-cocycle of symplectic mechanics.
In [CFRZ16, Rem 6.2] the chain complex B(n) is denoted as BnA to remind of
an analogue construction involved when studying classifying spaces on smooth
bundles.

Conserved quantities We will often adopt the following nomenclature
borrowed from [RWZ20] providing different nuances of conservation along a
given vector field.

Definition 2.2.27 (Conserved quantities [RWZ20]). Let be v ∈ X1(M) a vector
field over the smooth manifold M . A differential form α ∈ Ωk(M) is called:

• locally conserved along v if Lvα is a closed form;

• globally conserved along v if Lvα is an exact form;

• strictly conserved along v if Lvα = 0.

We denote by Cloc(v), C(v), Cstr(v) the graded vector space of locally, globally,
strictly preserved forms respectively.

This definition can be easily translated to group actions implying the
conservation along the fundamental vector fields. The following inclusion
relations between conserved quantities follow from the Cartan formula:

Lemma 2.2.28 ([RWZ20, §1.3]). Given a vector field v ∈ X(M), the following
diagram holds in the category of graded vector spaces

dCloc(v) Cstr(v) C(v) Cloc(v) Ω(M)

Ωcl(M)

.

Furthermore, one has that Cstr(v) is a graded subalgebra of (Ω(M),∧) and
C(v), Cloc(v) are graded modules over (Cstr(v) ∩ Ωcl(M)).

In particular, one has that any Hamiltonian (n− 1)-form is globally conserved
along its corresponding Hamiltonian vector field:

LvHH = d ιvHH +����ιvH dH ∀H ∈ Ωn−1
ham(M,ω) (2.21)

(or strictly conserved in the 1-plectic case).
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2.3 Higher observables

There is an algebraic counterpart to the geometric theory of smooth manifolds
represented by the study of the unital commutative algebra of smooth functions
on a given manifold, also known as smooth observables [Nes03]. One could
informally think about this relationship as a suitable extension of the Gelfand
duality [na20i], establishing an equivalence between the category of compact
topological spaces and the category of commutative C∗-algebras, from ordinary
topology to differential geometry.

When the studied manifold is in particular symplectic, its dual -algebraic- object
is given by its corresponding Poisson algebra. This is the unital commutative
algebra of smooth functions over M together with a Lie bracket {·, ·}, called
the Poisson bracket, that is compatible with the pointwise product in the sense
of being a derivation in each entry, i.e.

{f, g · h} = g · {f, h}+ {f, g} · h ∀f, g, h ∈ C∞(M) .

Explicitly, the Poisson bracket corresponding to (M,ω) takes the following
expression:

{·, ·} : C∞(M)⊗ C∞(M) C∞(M)
(α, β) ιvβ ιvαω

,

where vα denotes the Hamiltonian vector field pertaining to α.

Note that there is a neat interpretation of these concepts when one reads a
symplectic manifold in the geometric mechanics setting, i.e. as the space of
states of a certain mechanical system with finite degrees of freedom. Namely,
one can see the Poisson algebra of M as the set of physical observables of the
system, also known as "classical observables". The latter has to be interpreted
in the sense of measurable quantities yielding a single value (real number) on
every state. An example is given by the act of reading the coordinates of the

Figure 2.1: A (3-dimensional) rigid ruler.

position of a certain point-particle counting the ticks on the axes of a rigid ruler
(see figure 2.1) displaced in the physical space.
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If the system is in particular conservative, one can single out a particular
observable H, called "the Hamiltonian (function)", to be interpreted as the
"energy" of the system. The flow along vH yields the time evolution of the system
and taking the Poisson bracket of the Hamiltonian with a certain observable
encodes how the value of the measurable quantity change along the motion of
the system.

Let us now discuss a possible candidate to be the corresponding algebraic
counterpart of a generic multisymplectic manifold. When trying to generalize
the construction of the Poisson bracket from the observables C∞(M) of a
symplectic manifold to an arbitrary n-plectic manifold, one could follow two
paths:

• passing to multivector fields and thus considering Hamiltonian pairs
composed of a k-vector field and a (n + 1 − k)-form satisfying HDDW
equation (e.g. [Her18b, §4] );

• Focus on Hamiltonian 1-forms, as suggested by Baez and Rogers in
[BHR10, Rog12].

We will adhere to the second path. In this case the definition of Poisson bracket
can be translated verbatim to Ωn−1

ham(M,ω) as follows:

Definition 2.3.1 (Binary multi-bracket for Hamiltonian (n− 1)-forms). Let
be (M,ω) an n-plectic manifold, we call binary multibrackets of Hamiltonian
(n− 1)-forms the following bilinear operator

{·, ·} : Ωn−1
ham(M,ω)⊗ Ωn−1

ham(M,ω) Ωn−1
ham(M,ω)

(α, β) ιvβ ιvαω

Note that {·, ·} = (ι2Xω) ◦ πham i.e. is given by the precomposition of
the signed multicontraction map given in equation (2.18) with πham :
Ωn−1

ham(M,ω)� Xham(M,ω), the standard projection from Hamiltonian forms
to their corresponding Hamiltonian vector fields.

When n = 1, one clearly recovers the Lie algebra structure on the "classical
observables" smooth functions of M . When n ≥ 2, the binary bracket shares
some properties of the Poisson one but, crucially, it fails to give a Lie algebra
structure and a derivation2.

2In particular, we do not have a canonical associative algebra structure on Ωn−1
ham(M,ω).

Clearly Hamiltonian forms are not closed under the wedge product.



80 MULTISYMPLECTIC MANIFOLDS AND SYMMETRIES

Lemma 2.3.2. Let be (M,ω) an n-plectic manifold, the binary bracket given
in definition 2.3.1 is a well-defined skew-symmetric bilinear maps valued in
Ωn−1

ham(M,ω) satisfying the following properties:

• For any α, β ∈ Ωn−1
ham(M,ω), one has

d {α, β} = −ι([vα, vβ ])ω ,

i.e. the following diagram commutes(
Ωn−1

ham(M,ω)
)⊗2 Ωn−1

ham(M,ω)

(
Xham(M,ω)

)⊗2
Xham(M,ω)

{·,·}

π⊗2
ham πham

[·,·]

• It satisfies the Jacobi identity up to an exact term, i.e. , for any
α1, α2, α3 ∈ Ωn−1

ham(M,ω), one has

{{α1, α2}, α3}+ (cyc.) = d ι(vα1 ∧ vα2 ∧ vα3)ω .

Proof. Both claims follow by specializing corollary 2.1.10 to the cases m = 2, 3
and noting that

{{α1, α2}, α3}+ (cyc.) =
(
ιv3ι[v1,v2] − ιv2ι[v1,v3] + ιv1ι[v2,v3]

)
ω =

= ι(−∂v1 ∧ v2 ∧ v3)ω .

Remark 2.3.3 (Lie algebra of Hamiltonian forms modulo boundaries). Modding
out exact terms, i.e. considering the vector space

g = Ωn−1
ham(M,ω)

d Ωn−1(M) ,

which is isomorphic to Xham(M,ω) when ω is not degenerate, the binary bracket
{·, ·} induces on g a well-defined Lie bracket since closed forms are Hamiltonian
with trivial Hamiltonian vector fields (compare with the standard Lie algebra
structure considered in Hydrodynamics, see section 5.1.3).

The upshot of lemma 2.3.2 is that (Ωn−1
ham(M,ω), {·, ·}) fails to be a Lie algebra

(except for the case n = 1) since {·, ·} does not satisfy the Jacobi identity in
general. However, the failure is somewhat mild, namely, it is controlled by the
exterior derivative of the differential (n− 2)-form (ι3Xω) ◦ πham.
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In the earliest development of multisymplectic geometry, which was basically
motivated by the study of mechanical systems with a continuous set of degrees
of freedom (classical field theories), it has been suggested to cure this problem
by dividing out inconsistencies, i.e. , by considering everything up to exact
terms ("Total divergences" in the physics lingo). See for example [CCI91] or
section 5.1.1 for the hydrodynamics case.
With the advent of homological methods in mathematical physics (Kontsievich,
Stasheff, Vinogradov) this point of view has become obsolete. Indeed, before
modding out exact terms, one should be naturally led to check whether the
ternary bracket (ι3Xω) ◦ πham, controlling the failing of the Jacobi identity
pertaining to

{{·,·}, satisfies an higher analogue of the Jacobi equation. More
specifically, one should look for a suitable completion of {·, ·} and (ι3Xω) ◦ πham
to a family of multibrackets defining a L∞-algebra structure. Such completion
has been proved to be possible; the following explicit construction is due by
Rogers:
Definition 2.3.4 (L∞-algebra of observables ([Rog12, Thm. 5.2], c.f.
also [BFLS98])). Given a n-plectic manifold (M,ω), we call L∞-algebra
of observables (higher observables) associated to (M,ω), the L∞-algebra
L∞(M,ω) = (L, {[·, · · · , ·]k}k≥1).
The underlying graded vector space is given by

Li =


Ωn−1

ham(M,ω) if i = 0
Ωn−1+i(M) if 1− n ≤ i ≤ −1
0 otherwise .

(2.22)

The n+ 1 non-trivial multibrackets {[·, · · · , ·]k : L∧k → L |1 ≤ k ≤ n+ 1} are
defined, for any given αi ∈ L, as

[α]1 =
{

0 if |α| = 0
dα if |α| ≤ −1

and, for 2 ≤ k ≤ n+ 1, as

[α1, . . . , αk]k =
{
ς(k)ι(vα1 ∧ · · · ∧ vαk) ω if |αi| = 0 for 1 ≤ i ≤ k
0 otherwise

.

In the above equation, vαk = πham(αk) denotes the Hamiltonian vector field
associated to αk ∈ Ωn−1

ham(M,ω) and ς(k) := −(−1)
k(k+1)

2 is the total Koszul sign
(see definition 2.1.5).
Remark 2.3.5. We emphasize that here, as in [CFRZ16, RWZ20], is adopted an
index convention different from what originally employed by [Rog12]. Namely, we
adopt the "cohomological convention" with non-trivial components concentrated
in negative degrees.
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Remark 2.3.6 (The chain complex underlying L∞(M,ω)). The L∞-algebra of
observables consists of a cochain complex (L, d)

0 L1−n · · · L−k · · · L−1 L0 0

Ω0(M) · · · Ωn−1−k(M) · · · Ωn−2(M) Ωn−1
Ham(M,ω)

:= := := :=

d d d d d

,

which is a truncation of the de-Rham complex with a degree shift putting
(Hamiltonian) (n− 1)-form in degree zero, i.e.

L = Trn−1(Ω(M))[n− 1]⊕ Ωn−1
ham(M,ω) ,

endowed with n (skew-symmetric) multibrackets (2 ≤ k ≤ n+ 1) obtained by
the signed multicontraction

[·, . . . , ·]k := (ιkXω) ◦ πham : Λk
(
Ωn−1

Ham
)

Ωn+1−k

α1 ∧ · · · ∧ αk ς(k)ιvαk . . . ιvα1
ω

. (2.23)

Remark 2.3.7 (Reinterpretation in terms of B(n)). Observe that extending the
chain complex underlying L∞(M,ω) to the right with the space of Hamiltonian
vector fields, one gets a cochain sub-complex of the complex B(n) introduced in
proposition 2.2.25. Namely, one has the inclusion L[1]⊕Xham(M) ↪→B(n) with
components given by the vertical arrows in the following commutative diagram:

C∞(M) . . . Ωn−2(M) Ωn−1
ham(M,ω) Xham(M,ω) 0

C∞(M) . . . Ωn−2(M) Ωn−1(M) d Ωn−1(M) 0

d d d πham

−ι1Xham
ω

d d d d

.

The two rightmost squares express respectively the fact that all closed (n− 2)-
forms are Hamiltonian with trivial Hamiltonian vector field, see remark 2.2.22,
and the very definition of Hamiltonian forms, see remark 2.2.23.
Remark 2.3.8 (Precursors). It should be noted that an early precursor of the
(Chris) Rogers’ construction can be found in the work of Claude Roger [Rog01,
Thm. 6.1]. Briefly, he showed that for any compact, connected, orientable
(p+ 1)-dimensional manifold (p ≥ 1) there is an associated Lp-algebra (see also
[Zam12, Cor. 6.11] for a dual version). Roger’s work was in the context of
unimodular vector fields (also known as divergence-free or solenoidal fields), a
framework that is akin to the construction that we are going to study in chapter
5.

Lemma 2.3.9 (Theorem 5.2 in [Rog12]). The L∞-algebra of observables
L∞(M,ω) is a grounded Ln-algebra (see 1.2.5).
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Proof. By its very definition ,L is concentrated in degrees (1 − n), . . . , 0 and
[· · · ]k = (ιkX(M)ω) ◦ πham is non-zero only when evaluated on a degree 0 element
i.e. on k Hamiltonian (n− 1)-forms. According to remark 1.2.36, one has only
to prove the following equality

[·]1 C [· · · ]k+1 = [· · · ]k C [·, ·]2 ,

where C denotes the skew-symmetric Nijenhuis–Richardson product (see
equation (1.20)), for any k ≥ 1. Note in particular that on the left-hand
side the Nijenhuis–Richardson products reads simply as the composition ◦. On
given Hamiltonian forms α1, . . . , αk+1 this can be read as

ς(k + 1) d ι(vα1 ∧ · · · ∧ vαk+1)ω =

= ς(k)
∑
i<j

(−1)i+jι(v[αi,αj ]2 ∧ vα1 ∧ · · · ∧ v̂αi ∧ · · · ∧ v̂αj ∧ · · · ∧ vαk+1)ω =

= ς(k)ι(∂vα1 ∧ · · · ∧ vαk+1)ω ,

where, in the first equation, lemma 2.3.2 has been used . One can easily read
the previous equation as the multi-Cartan magic formula of Lemma 2.1.10,
restricted to the case of being ω a closed form and the involved vector fields
being Hamiltonian.

Remark 2.3.10 (Homological and cohomological convention for L∞(M,ω)). We
emphasize that in definition 2.3.4 we presented the L∞-algebra of observables
with the so-called cohomological convention; namely [·]1 acts by raising the degree
and the underlying cochain complex L is concentrated in degrees (1−n), . . . , n.
One can give an equivalent definition in the homological convention of L∞(M,ω
as the chain complex L•

0 Ln−1 · · · Lk−2 · · · L1 L0 0

Ω0 · · · Ωn+1−k · · · Ωn−2 Ωn−1
Ham

:= := := :=

d d d d d

,

(which is a truncation of the de-Rham complex with inverted grading) endowed
with n (skew-symmetric) multibrackets (2 ≤ k ≤ n+ 1)

[·, . . . , ·]k : Λk
(
Ωn−1

Ham
)

Ωn+1−k

σ1 ∧ · · · ∧ σk ς(k) ιvσk . . . ιvσ1
ω

(2.24)

Clearly the two definition are not unrelated, one can retrieve one from the other
by applying the reverse-ordering functor \ .
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Remark 2.3.11 (Local existence of the L∞-algebra of observables). The
introduction of the algebra of observables, as given in definition 2.3.4, could
appear rather artificial at first sight. However, there is a motivation, proposed
in [Rog12, §5], for the local existence of such an object. Observe that if
(M,ω) is contractible (e.g. if M is an open neighbourhood in a given bigger
multisymplectic manifold) the cohomology groups of the chain complex L (c.f.
remark 2.3.6) reads as follows

Hi(L) =


Ωn−1

ham(M,ω)
d Ωn−2(M,ω) := g if i = 0

0 if 1 ≤ i ≤ 1− n

R if i = 1− n

.

Hence, the complex (augmentation of L)

L̃ : 0 R C∞(M) · · · Ωn−1
ham(M,ω)d d

is a resolution (in the sense of [BFLS98, §2.1]) of the Lie algebra (g, {·, ·}),
introduced in remark 2.3.3. In particular all cohomology groups are zero except
for H0(L̃) = g.
The key point is that, from a general homological algebra result [BFLS98, Thm.
7], one can naturally endow a resolution of a Lie algebra with a L∞-algebra
structure obtaining by suitable iteration of the complex coboundary operator
and the Lie bracket. Hence, this proves global existence of a L∞-algebra
structure with the same cohomology as L for any contractible multisymplectic
manifold or local existence for a general multisymplectic manifold. Definition
2.3.4 has been originally proposed by Rogers as a suitable globalization of such
local construction.
Since in the non-degenerate case g is isomorphic to the Lie algebra of Hamiltonian
vector fields, one can think about L∞(M,ω) as a L∞-extension of Xham(M,ω).
Remark 2.3.12 (Standard projection to Hamiltonian vector fields). By
construction, the restriction of [·, ·]2 to Hamiltonian forms, coincides with
the bracket {·, ·} given in definition 2.3.1. Lemma 2.3.2 implies then that
the surjection πham mapping Hamiltonian forms into their corresponding
Hamiltonian vector fields can be lifted to a strict L∞-morphism

L∞(M,ω) X1
ham(M,ω)

Ωn−1
ham(M,ω)

πham
,
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defined by the projection

πham : L∞(M,ω) X1
ham(M,ω)

α

{
vα if |α| = 0
0 otherwise

,

denoted with the same symbol with a slight abuse of notation3.
Remark 2.3.13 (Degenerate case). Definition 2.3.4 translates verbatim to the
pre-n-plectic, i.e. degenerate, case replacing Ωn−1

ham(M,ω) with the vector space
of Hamiltonian pairs Hamn−1(M,ω) as given in remark 2.2.23 (cfr [Rog12,
Thm 5.2],[Ryv16, §3],[CFRZ16, Thm 4.7],[FRS14, Prop. 3.2]). Namely, one
can define a graded vector space

Ham∞(M,ω)i =


{(v
α
)
∈ X1(M)⊕ Ωn−1(M)

∣∣ dα = −ιvω
}

if i = 0

Ωn−1+i(M) if 1− n ≤ i ≤ 1

with multibrackets defined as in equation (2.23) interpreting the map πham as
the projection on the first term of the direct sum:

πham : Ham∞(M,ω)� Xham(M,ω)

(which can be again seen as a strict L∞-morphism).
When ω is non-degenerate, there is an L∞-isomorphism Ham∞(M,ω) ∼=
L∞(M,ω) (see [CFRZ16, Prop. 4.8] and section 4).
Remark 2.3.14 (Dg Leibniz algebra of higher observables). As pointed out by
Rogers in [Rog12, §6], there is another natural algebraic structure that one
can construct out of Ωn−1

ham(M,ω). Recall that, in the symplectic case, i.e. n-
plectic case with n = 1, the Poisson bracket between two give smooth functions
f, g ∈ C∞(M) can be seen as

{f, g} = Lvf g

hence, {f, ·} is a degree 0 derivation making Ω0
ham(M) = C∞(M) into a Poisson

algebra.
When n ≥ 2 one should not expect that L∞(M,ω) would acts like a Poisson
algebra. In such case, the Cartan magic formula would rather imply that

Lvαβ = {α, β}+ d ιvαβ ,
3Note that any Lie algebra can be seen as an L∞-algebra concentrated in degree 0, therefore

any L∞-morphism L → g is simply given by a linear map L0 → g preserving the binary
bracket.



86 MULTISYMPLECTIC MANIFOLDS AND SYMMETRIES

thus suggesting to introduce the following non-symmetric binary bracket

J·, ·K : Ωn−1
ham(M,ω)⊗ Ωn−1

ham(M,ω) Ωn−1
ham(M,ω)

(α, β) Lvαβ

Notice that J·, ·K equals {·, ·} modulo boundary terms but with the different
flavour of measuring the rate of change ("conservation", in the spirit of definition
2.2.27) of the second Hamiltonian observable along the flow given by the first.
The bracket J·, ·K can be easily extended to a binary bracket on L as follows

Jx, yK =
{
Lvxβ if |x| = 0
0 otherwise

∀α, β ∈ L

and it has been proved in [Rog12, Prop. 6.3] that the triple (L, δ, J·, ·K), with
δ = [·]1, forms a differential graded Leibniz algebra (or dg Loday algebra). Namely
the following two compatibility relations hold for any x, y, z ∈ L:

δJx, yK =Jδx, yK + (−)|x|Jx, δyK

Jx, Jy, zKK =JJx, yK, zK + (−)|x||y|Jy, Jx, zKK .

Remark 2.3.15 (Observables L∞-algebra as a homotopy pullback). It has been
noticed in [FRS14, Thm. 3.12] that the L∞-algebras of observables can be
seen as a homotopy pullback along the "signed multicontraction" L∞-morphism
(ιXhamω) : X1

ham(M)→B(n) introduced in lemma 2.2.25. Namely it sits in the
following pullback diagram

L∞(M,ω) 0

X1(M) B

y
πham

(ιXham )

,

commuting modulo homotopies, i.e. 2-morphisms in the category of L∞-algebras.
Without going into the precise definition of homotopy[BM13], or equivalence
[Dol07][FLGZ15, Appendix], between two L∞-morphism, one could notice that
this weaker notion of commutativity is another reverberation of the multi-Cartan
magic rule. For instance, in the 1-plectic case the lower-left corner of the above
diagram restricts to

C∞(M)

Xham C∞(M)[1]⊕ dC∞(M)

(f)
πham

(ιXham )
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where we denoted with (f) the L2-morphism resulting from the composition.
This consists of two components. The first one, f1 = (ι1X(M)ω) ◦ πham, can
be seen a chain map homotopically equivalent to 0. Namely the identity map
is a chain homotopy id : f1 ⇒ 0 since, according to the very definition of
Hamiltonian vector fields, the following diagram commutes:

C∞(M)

C∞(M) dC∞(M)

− id
f1

d

.

On the other hand, the second component f2 : C∞(M)⊗ C∞(M)→ C∞(M)
can be seen itself as a chain homotopy from 0 to the chain map g defined by
the commutation of the right square in the diagram below

C∞(M)⊗ C∞(M) Xham ⊗ Xham

C∞(M) dC∞(M) Xham

π⊗π

g
f2 −[·,·]

d
ιiXham

ω

since, as follows from the first point in lemma 2.3.2, the whole diagram commutes.

Many non-trivial explicit examples of the algebra of observables L∞(M,ω) can
be found in [Rog11][CFRZ16][RW19]. More will be studied in chapters 3 and 5.
We only mention here an example directly following from example 2.2.15:
Example 2.3.16 (Higher observables for sums and products). Notice that the
observables L∞-algebra construction behaves compatibly with the sum and
product constructions of multisymplectic manifolds given in example 2.2.15.
Namely, when (M,ω) and (M̃, ω̃) are two multisymplectic structure of the same
order, there exists a strict L∞-morphisms [RW19, Ex. 6.5]

L∞(M,ω)⊕ L∞(M̃, ω̃) L∞(M × M̃, π∗Mω + π∗
M̃
ω̃)

(α, β) π∗Mα+ π∗
M̃
β

,

and, for any ω, ω̃, possibly in different order, there exists a non-strict L∞-
morphism [SZ15, Thm. 4.2]

L∞(M,ω)⊕ L∞(M̃, ω̃)→ L∞(M × M̃, π∗Mω ∧ π∗M̃ ω̃) .

2.4 Symmetries and Homotopy comomentum maps

When one fixes a form ω on a manifold M it is natural to highlight the group
actions preserving this extra structure, also known as "symmetries".
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Consider a multisymplectic manifold (M,ω), we introduce the following
nomenclature pertaining to global and local symmetries:
Definition 2.4.1 (Multisymplectic actions). A smooth action ϑ : G	M of a
Lie group G on M is called multisymplectic if it preserves the multisymplectic
form, i.e.

ϑ̂∗gω = ω ∀g ∈ G

where ϑ̂g = ϑ(·, g) is the diffeomorphism giving the action of G on M .
A Lie algebra morphism v : g→ X(M) is called an infinitesimal multisymplectic
action if it acts by multisymplectic vector fields, i.e.

Lvξω = 0 ∀ξ ∈ g .

Clearly, these two concepts are not unrelated:
Lemma 2.4.2. Consider a multisymplectic manifold (M,ω). If the action
ϑ : G	M is multisymplectic then the corresponding infinitesimal action v :
g→ X(M), given by the fundamental vector fields i.e.

vξ(m) = d

dt

∣∣∣∣
0
ϑ(m, exp(−tξ)) ∀m ∈M, ξ ∈ g , (2.25)

is multisymplectic in the sense of definition 2.2.18.
If the Lie group G is in particular connected, also the converse is true.

A multisymplectic action acts infinitesimally by multisymplectic vector fields,
we give a special name when the fundamental vector fields are Hamiltonian:
Definition 2.4.3 (Weakly Hamiltonian actions). The Lie algebra morphism v :
g→ X(M) is an infinitesimal weakly Hamiltonian action if g acts by Hamiltonian
vector fields, i.e. Im(v) ⊆ Xham(M,ω). A smooth action ϑ : G	M of a Lie
group G on M is called weakly Hamiltonian if the corresponding infinitesimal
action via fundamental vector fields (see equation (2.25)) is Hamiltonian.
Remark 2.4.4 (Lift condition for weakly Hamiltonian actions [Ryv16, §4.1]).
The property for the action ϑ : G	M to be weakly Hamiltonian can be easily
read as the existence of a lift f1 of the corresponding infinitesimal action to the
vector space of Hamiltonian (n− 1)-form, i.e. the following diagram commutes
in the category of vector spaces:

Ωn−1
ham(M,ω)

Xham(M,ω)

g X(M)

πham

v

f1 .
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Such condition can be expressed in a cohomological flavour by considering the
following exact sequence of vector spaces :

0 Ωn−1
cl (M) Ωn−1

ham(M,ω) Xham(M,ω) Hn
dR(M) 0

v [ιvω]

πham γ

,

meaning that ϑ acts by Hamiltonian vector fields whenever the class [γ ◦ vξ] = 0
for any ξ ∈ g.
In particular, if Hn

dR(M) = 0 or the acting Lie algebra satisfy the equation
[g, g] = g (e.g. g is the Lie algebra of a semisimple Lie group) any multisymplectic
action is also weakly Hamiltonian.

2.4.1 Homotopy comomentum maps

When studying weakly Hamiltonian actions on symplectic manifolds, the
auxiliary concept of moment map takes an exceptionally important role. The
latter is in particular instrumental in many celebrated results in symplectic
geometry like the Hamiltonian formulation of the Noether theorem, the
classification of toric manifolds and the Kostant-Kirillov-Souriau coadjoint
orbits method (see [CdS01] for a complete review). Most of these results have
also a non-trivial application in the geometrical approach to mechanics (see, for
instance, [AMM78]).
Reminder 2.4.5 (Moment maps in symplectic geometry). Let be (M,ω) a
symplectic (i.e. 1-plectic) manifold. Consider a symplectic smooth action
ϑ : G	M preserving the 2-form ω. Denote by v : G → Xmsy(M,ω) the
corresponding infinitesimal action by fundamental vector fields. We define the
following:

• A weak moment map pertaining to ϑ is a smooth map µ̂ : M → g∗ such
that

d〈µ̂(x), ξ〉 = −ιvξωx ∀x ∈M, ξ ∈ g .

• A (strong) moment map pertaining to ϑ is a Ad∗-equivariant weak moment
map, i.e. the following diagram commutes in the category of smooth
manifolds

M g∗

M g∗

µ̂

ϑg Ad∗g

µ̂

.
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Dually, see for instance [CdS01, §22.1], one can define the following:

• A weak comoment map pertaining to ϑ is a linear map µ̌ : g→ C∞(M)
such that

d µ̌(ξ) = −ιvξω ∀ξ ∈ g

• A (strong) comoment map pertaining to ϑ is a weak comoment map that
is also a Lie algebra morphism, i.e. the following diagram commutes in
the category of vector spaces

g⊗2 C∞(M)⊗2

g C∞(M)

µ̌⊗2

[·,·] [·,·]

µ̌

.

The duality, hence the "co" in the namings of the previous list, comes from the
fact that µ̌ is the dual of µ̂ in the following sense

µ̂(ξ)
∣∣∣∣
p

= 〈µ̂p, ξ〉 ∀ξ ∈ g, p ∈M . (2.26)

In other words

µ̂ ∈ Homsmooth
(
M, Homvect(g,R)

)
, µ̌ ∈ Homvect

(
g, Homsmooth(M,R)

)
come respectively from the currying [na20d] of the same "evaluation" vector
bundle map

µ : M × g→ RM

with respect to the first or second entry.
The upshot is that a (co-)moment can exist only if the action is weakly
Hamiltonian in the sense of definition 2.4.3. In that case, a weak comoment
map is precisely a choice of Hamiltonian form for any fundamental vector field,
hence the following diagram commutes in the category of vector spaces

C∞(M)

g X

πham

v

µ̌ .

If the comoment map is "strong", the action is said to be (strongly) Hamiltonian
and the previous diagram commutes in the category of Lie algebras.

The term "moment" comes from the following crucial examples that is
prototypical in geometric mechanics:
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Example 2.4.6 (Linear and angular momenta). Given an action ϑ : G	Q, its
lift ϑL : G	M = T ∗Q acts via symplectic vector fields with respect to the
canonical symplectic form. In particular this action preserves the tautological
1-form θ and it can be shown to be Hamiltonian with comoment map given by

µ̌ : g C∞(M)
ξ −ιvξθ

.

If one takes Q = R
3, Q and T ∗Q ∼= R

6 can be interpreted as the configuration
space and the phase space of a point-particle in the physical space. The comoment
map with respect to the action of the translation or the rotation group on Q
gives, respectively, the linear and angular momenta of the point-particle freely
moving in space [CdS01, §22.4].

In the multisymplectic context, the generalization of the (co)momentum maps of
the symplectic case leads to the more refined concept of "homotopy comomentum
map ".

Definition 2.4.7 (Homotopy comomentum maps [CFRZ16]). Let v : g→ X(M)
be a multisymplectic Lie algebra action, i.e. it preserves the symplectic form
ω ∈ Ωn+1(M). We call a homotopy comomentum map pertaining to v any
L∞-morphism

(f) =
{
fk : Λgk → (L∞(M,ω))1−k ⊆ Ωn−k

}
k=1,...,n

from g to L∞(M,ω) satisfying

df1(ξ) = −ιvξω ∀ξ ∈ g .

Notation 2.4.8. A group action G	(M,ω) is called Hamiltonian, if the
corresponding infinitesimal Lie algebra action admits a homotopy comomentum
map. We will often refer to the homotopy comomentum map of a certain Lie
group action understanding it as the homotopy comomentum map corresponding
to the infinitesimal action for the Lie algebra of the given group.
Remark 2.4.9. More conceptually, a homotopy comomentum map is an L∞-
morphism (f) : g→ L∞(M,ω) lifting the action v : g→ X(M), i.e. making the
following diagram commutative in the L∞-algebras category:

L∞(M,ω)

g X(M)

πham
(f)

v
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where the vertical arrow πham is the trivial L∞-extension of the linear function
mapping any Hamiltonian form to the unique corresponding Hamiltonian vector
field given in remark 2.3.12.
Hence, comparing with remark 2.4.4, one can see that the existence of a
homotopy comomentum map is a stronger condition in the sense that it requires
a lift of v not only in the plain vector space category but in the L∞-algebra
category

L∞(M,ω)

g Ωn−1
ham(M,ω)

Xham(M,ω)

πham

v

f1

(f)

πham

.

In the following we will often make use of an explicit version of definition 2.4.7
subsumed by the following lemma:

Lemma 2.4.10 ([CFRZ16]). A homotopy comomentum map (f) for the
infinitesimal multisymplectic action of g on M is given explicitly by a sequence
of linear maps

(f) =
{
fi : Λig→ Ωn−i(M) | 0 ≤ i ≤ n+ 1

}
fulfilling a set of equations:

− fk−1(∂p) = dfk(p) + ς(k)ι(vp)ω (2.27)

together with the condition
f0 = fn+1 = 0

for all p ∈ Λkg and k = 1, . . . n + 1. (Recall that ∂ denotes the Chevalley-
Eilenberg boundary operator defined in equation (1.30) and ς(k) is the sign
coefficient given in equation (2.8).)

Proof. Equation (2.27) is a simple application of remark 1.2.36 to the grounded
L∞-algebra of higher observables.

Remark 2.4.11. Formula (2.27) can be read as follows: when k = 1 it tells us
that v acts via Hamiltonian vector fields and f1 is a linear map choosing an
Hamiltonian form f1(x) pertaining to the Hamiltonian vector field vx for any
x ∈ g. Hence, f1 is the choice of a primitive for the contraction of ω with any
fundamental vector field of the action.
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When k ≥ 2, equation (2.27) can be read as the condition that the auxiliary
closed differential form

µk := fk−1(∂p) + ς(k)ι(vp)ω

must actually be exact, with potential −fk(p). Closure of µk is again a
consequence of lemma 2.1.10 together with dω = 0. Namely one has:

dµk = d(fk−1(∂p) + ς(k)ι(vp)ω) =

= ς(k)(−1)kι(v∂p)ω − ς(k − 1)ι(v∂p)ω =

= [−ς(k + 1)− ς(k − 1)]ι(v∂p)ω = 0 .

(2.28)

The previous remark leads to the following sufficient condition to the existence
of a homotopy comomentum map:

Theorem 2.4.12 ([CFRZ16, Thm. 9.6]). Consider a Lie algebra g acting on a
multisymplectic manifold (M,ω). The action v : g→ X(M) admits a homotopy
comomentum map if it acts by Hamiltonian vector fields, i.e. if there exists
a function φ : g → Ωn−1

ham(M,ω) such that dφ = −ιvω, and Hk
dR(M) = 0 all

1 ≤ k ≤ n− 1.

Remark 2.4.13 ([CFRZ16, Rem. 9.7]). The previous theorem applies also when
the infinitesimal Lie algebra action v comes from an infinite-dimensional Lie
group G that is locally exponential.
Remark 2.4.14. The reason why the term "homotopy" appears in the definition
of the multisymplectic analogue of an ordinary comoment map is due to the fact
that it can be interpreted as a homotopy between cochain-complexes. Observe
that the components of (f) can be arranged in the following (non-commutative)
diagram inside the category of vector spaces:∧n+2
g

∧n+1
g

∧n
g · · ·

∧2
g

∧1
g 0

0 C∞(M) Ω1(M) · · · Ωn−1(M) Ωn(M) · · ·

∂

ιn+2
g ω

∂

fn+1
ιn+1
g ω ιngω

fn

∂

ι2gω

∂

ι1gω
f1

d d d

The top line can be interpreted as the reversed Chevalley-Eilenberg chain
complex, i.e \CE(g) = S•(g[1]) and the line below as a suitable shifted
truncation of the de Rham complex, Trn Ω(M)[n+ 1] ⊃ L, including the chain
complex underlying L∞(M,ω). Hence, equation (2.27) express the condition
that (f) is a chain homotopy between the chain map ιgω (see remark 2.2.24)
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and the zero map, i.e.

\CE(g) Trn Ω(M)[n+ 1]

ιg

0

(f)

Remark 2.4.15. The universal property of the homotopical pullback introduced
in remark 2.3.15 implies that if a weakly Hamiltonian action v : g→ Xham(M)
satisfies the property that (ιg) := ((ιX) ◦ v) is null-homotopic, then there exists
a (f) (unique modulo homotopy) such that the following diagram commutes up
to homotopies

g

L∞(M,ω) 0

X1(M) B

v

∃!(f)

y
πham

(ιX)

.

The latter means that the two outer triangles commute and there exists two
homotopies (ιXham)⇒ 0 and (ιg)⇒ 0.
Remark 2.4.16. As noted in [CFRZ16, Rem. 5.2], one can generalize the
standard characterization of the image of a comoment map as a Poisson sub-
algebra in symplectic geometry also in the multisymplectic case.
In the latter case, the image of (f) has to be understood as the cochain complex
I ↪→ L given by the following components

Ik =
{
Im(fn) ⊂ C∞(M) if k = 1− n
Im(f1−k)⊕ d Im(f2−k) ⊂ Ωn+k−1(M) if 2− n ≤ k ≤ 0

.

Remark 2.4.17 (Relation with other notions of multisymplectic moment maps).
It is important to remark that definition 2.4.7 is not the only notion of
"multisymplectic" moment map proposed in the literature. We mention among
other the so-called covariant multimoment map[CCI91] (see also [GIM+98]), the
multimoment map[MS12b] and the weak moment map[Her18b]. The relationship
of these notions with the definition of homotopy comomentum map can be read
in [CFRZ16, §12] and [MR20a].

A big part of chapters 5 and 3 will be devoted to give new explicit constructions
of homotopy comomentum maps. Several other examples can be found in
[CFRZ16][RW19].



SYMMETRIES AND HOMOTOPY COMOMENTUM MAPS 95

2.4.2 Equivariant homotopy comomentum maps

In symplectic geometry, the G-equivariance condition took a central role in
discerning between the weaker and stronger notion of moment map. When
passing to the dual notion, this condition is equivalent to the Lie algebra
morphism property of the comoment map.

In the n-plectic case, the latter condition’s higher analogue translates to
the requirement for the homotopy comomentum map to be a morphism
in the L∞-algebra category; this it is not equivalent to the G-equivariance
condition anymore. Therefore, it is still possible to recognize among homotopy
comomentum maps those which happen to be equivariant in the sense that all
components are equivariant with respect to the coadjoint action. Namely, we
have the following definition:

Definition 2.4.18 (Equivariant Homotopy comomentum maps). A homotopy
comomentum map pertaining to the multisymplectic action G	M is called
G-equivariant if

Lvξfk(p) = fk([ξ, p]) ∀ξ ∈ g , p ∈ Λkg,

where [ξ, p] is the adjoint action of g on Λkg. Explicitly, the adjoint action reads
on decomposable elements as follows:

[ξ, x1 ∧ · · · ∧ xk] =
k∑
l=0

(−1)k−l[v, xl] ∧ xk ∧ · · · ∧ x̂l ∧ · · · ∧ x1 . (2.29)

An example of equivariant homotopy comomentum map is given by the following
example generalizing example 2.4.6:
Example 2.4.19 (Fields mechanical momentum). Consider a smooth action
ϑQ : G	Q on a given a smooth manifold Q. There is a natural lift for this
action to M = ΛnQ given by the bundle map

ϑMg : ΛnT ∗Q ΛnT ∗Q
(q, α) (ϑQg (q), ((Tq ϑQg )−1)∗α)

over ϑQg for any g ∈ G.
This action preserves the tautological n-form θ. Being then θ a G-invariant
primitive of ω = d θ, this action admits a homotopy comomentum map given
by [CFRZ16, lem 8.1]](see also lemma 3.1.14 in the following chapter).
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2.4.3 Induced homotopy comomentum maps and isotropy
subgroups

In this subsection we will discuss how homotopy comomentum maps behave
under restriction to subgroups and invariant submanifolds. This will be useful
for constructing an SO(n)-comoment for Sn in chapter 3. Let G be a Lie group
with Lie algebra g, acting on a pre-n-plectic manifold (M,ω) with homotopy
comomentum map (f) : g → L∞(M,ω). One can obtain new actions either
restricting to a Lie subgroup of G or restricting to an invariant submanifold of
(M,ω).

Proposition 2.4.20 (Lemma 3.1 in [SZ15]). Let H ⊂ G be a Lie subgroup,
and denote by j : h ↪→ g the corresponding Lie algebra inclusion. The restricted
action of H on (M,ω) has homotopy comomentum map (f ◦ j) : h→ L∞(M,ω),
given in components by fi ◦ j : Λih→ Ωn−i(M) for i = 1, . . . , n.

H M h

G M g L∞(M,ω)

	

j

	
(f)

Proposition 2.4.21 (Lemma 3.2 in [SZ15]). Let N i
↪→ M be a G-invariant

submanifold of M .
Then the action G	 (N, i∗ω) has homotopy comomentum map (i∗ ◦ f) : g →
L∞ (N, i∗ω), given in components by i∗ ◦ fi : Λih→ Ωn−i(N) for i = 1, . . . , n.

G N L∞(N, i∗ω)

G M g L∞(M,ω)

	

i

	
(f)

i∗

Moreover, we can produce a new homotopy comomentum map by considering a
different multisymplectic form obtained contracting ω with cycles in the Lie
algebra homology of g, i.e. elements of the vector space

Zk(g) = {p ∈ Λkg | : ∂p = 0} . (2.30)

Proposition 2.4.22 (Proposition 3.8 in [RWZ20]). Let p ∈ Zk(g), for some
k ≥ 1, denote by Gp the corresponding isotropy group for the adjoint action of
G on Λkg, and by gp = {x ∈ g : [x, p] = 0} its Lie algebra.
If G0

p is the connected component of the identity in Gp, then the action
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G0
p	 (M, ι(vp)ω) admits a comoment (fp) : gp → L∞(M, ι(vp)ω) with com-

ponents (i = 1, . . . , n− k):

fpi : Λigp Ωn−k−i(M)
q ς(k) fi+k(q ∧ p)

.

Remark 2.4.23. In the context of multisymplectic geometry, “weak comoment
maps” (c.f. [Her18a]), and “multimoments” (c.f. [MS12a] and remark 2.4.17),
the subspace Zk(g) is often referred to as “the k-th Lie kernel”.

Proposition 2.4.24 (Remark 3.9 in [RWZ20]). If the homotopy comomentum
map (f) : g → L∞(M,ω) is also G-equivariant, then the map (fp) defined in
proposition 2.4.22 is G0

p-equivariant.
Another equivariant homotopy comomentum map for the action of G0

p on
(M, ι(vp)ω) is given in components (i = 1, . . . , n− k) by:

fpi : Λigp Ωn−k−i(M)
q (−1)kι(vq)(fk(p))

which, in general, may differ from the one given in Proposition 2.4.22.

Provided certain conditions are met, it is possible to induce a comoment on an
invariant submanifold of M even if the obvious pullback vanishes (e.g. when
ω is a top dimensional form). In chapter 3 we will make use of the following
corollary subsuming the contents of the previous propositions:

Corollary 2.4.25. Let G	(M,ω) be a multisymplectic group action. If there
exists:

• another multisymplectic manifold (N, η) containing M as a G-invariant
embedding j : M ↪→ N ;

• a Lie group H ⊃ G containing G as a Lie subgroup;
• a multisymplectic action H 	(N, η) with equivariant homotopy comomen-

tum map s : h→ L∞(N, η);
• an element p ∈ Zk(h) in the Lie kernel of h such that G ⊂ Hp and
ω = j∗ιpη;

then the action G	(M,ω) admits an equivariant homotopy comomentum map,
given in components (i = 1, . . . , n− k) by:

fi : Λig Ωn−k−i(M)
q (−1)kj∗ (ι(vq)(sk(p)))

.
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Proof. Starting from the given comoment (s) it is possible to construct
another comoment (sp) resorting to proposition 2.4.24. The sought homotopy
comomentum map descends from (sp) via the consecutive application of
propositions 2.4.20 and 2.4.21

H (N, η) h L∞(N, η)

Hp (N, ιvpη) hp L∞(N, ιvpη)

G (N, ιvpη) h L∞(N, ιvpη)

G (M,ω = j∗ιvpη) g L∞(M,ω)

	
(s)

	
(sp)

Prop.2.4.24

	
Prop.2.4.20

j∗

	
Prop.2.4.21

together with the observation that if the starting homotopy comomentum map
(s) is equivariant then the induced maps are such.

2.4.4 Conserved quantities along homotopy comomentum
maps

Recall that one of the primary motivation for introducing the notion of moment
map in symplectic geometry was to characterize the generators of symmetries
of Hamiltonian systems in terms of conservation laws.

Let us take as a generalization of an Hamiltonian system in multisymplectic
geometry the triple composed of a smooth manifold M together with a n-plectic
form ω and a fixed Hamiltonian form H ∈ Ωn−1

ham(M,ω). One could wonder if
the momenta, i.e. the image of the homotopy comomentum map with respect
to a certain action, are preserved along the flow determined by H. The answer
to this question is subsumed by the following theorem

Theorem 2.4.26 ([RWZ20]). Let be (M,ω) be a multisymplectic manifold
and consider a multisymplectic action v : g → (M,ω) admitting a homotopy
comomentum map (f) : g→ L∞(M,ω). Let be H an Hamiltonian (n− 1)-form
that is locally (resp. globally or strictly) preserved along all the fundamental
vector fields of v. The image of the component fk of the homotopy comomentum
map are preserved in the following sense (compare with definition 2.2.27):
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H locally preserved
along v

H globally preserved
along v

H strictly preserved
along v

fk(Zk(g)) locally conserved locally conserved globally conserved
fk(Bk(g)) globally conserved globally conserved globally conserved

where Zk(g) and Bk(g) denote respectively k-cycles and k-boundaries in the
Chevalley-Eilenberg cohomology of g.

Note that conservation, in the sense of definition 2.2.27, of momenta (i.e.
elements in the image of (f)) is only assured in the images of cocycles of the
Chevalley-Eilenberg chain complex. This can be seen as the multisymplectic
analogue of Noether’s theorem as explained in [Her18b] employing the languages
of weak homotopy moment map.

2.5 Gauge transformations

In chapter 4, we will discuss the possible relationship existing between the
L∞-algebras of observables pertaining to two multisymplectic forms differing
by an exact form. Let us first fix the following nomenclature:

Definition 2.5.1 (B-related closed form). Given two closed form ω̃, ω ∈
Ωn+1(M), we call them B-related or gauge related if there exists B ∈ Ωn(M)
such that

ω̃ = ω + dB

i.e. if the two closed forms sit in the same de Rham cohomology class with
difference given by dB.

Consider two B-related n-plectic forms ω and ω̃ on M and a Lie algebra action
v : g→ X(M) which is multisymplectic with respect to ω, one has the following

Lemma 2.5.2. The infinitesimal action v is multisymplectic with respect to
both ω and ω̃ if and only if B is locally conserved along v.

Proof. Being the action multisymplectic with respect to both ω and ω̃ means
that

0 = Lvξ ω̃ = Lvξω −LvξdB

therefore dLvξB = 0 for all ξ ∈ g.

Consider now the case that v admits a homotopy comomentum map (f) : g→
L∞(M,ω) with respect to ω,
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Lemma 2.5.3. A necessary condition for the existence of a homotopy
comomentum map pertaining to v with respect to both the symplectic forms ω
and ω̃ is that B is globally conserved.

Proof. Let f̃ : g→ L∞(M, ω̃) be an HCMM with respect to ω̃, one has

df̃1(ξ) = −ιvξ ω̃ = −ιvξω + ιvξdB = 0 ∀ξ ∈ g ,

therefore, ιvξdB must be exact. A primitive h of the latter must satisfy the
following equation

dh = ιvξdB = LvξB − dιvξB ,

which means that LvξB has to be exact for all ξ ∈ g.

Remark 2.5.4. Observe that this is a simpler instance of the notion of equivalence
between homotopy comomentum map proposed in [FLGZ15].

When considering gauge-related multisymplectic structures, the following lemma
holds, see [FLGZ15, Beginning of §7.2].

Lemma 2.5.5 (Gauge transformation of HCMM). Let the infinitesimal action
v : g → X(M) preserve the n-symplectic form ω and admit a homotopy
comoment map (f) : g → L∞(M,ω). Suppose that B ∈ Ωn(M) is strictly
conserved. Then ω̃ = ω+ dB, which we assume to be n-plectic, is also preserved
and admits a homotopy comoment map (f̃) : g→ L∞(M, ω̃), with components

f̃k = (fk + bk) : ∧kg→ L1−k ⊆ Ωn−k(M) .

where

bk := (−)kιkgB : Λkg Ωn−k

x1 ∧ · · · ∧ xk −ς(k + 1)ι(x1 ∧ · · · ∧ xk)B
.

Proof. Fix p ∈ Λkg, then:

df̃k(p) + f̃k−1(∂p) =

= dfk(p) + fk−1(∂p)− ς(k)dιvpB − ς(k − 1)ι∂vpB =
Lem. 2.4.10= − ς(k)ιvpω − ς(k)dιvpB − ς(k − 1)ι∂vpB
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Plugging in the (multi)Cartan formula (Lemma 2.1.10) and using the hypothesis
that LvξB = 0 we conclude that

df̃k(p)+f̃k−1(∂p) =

= − ς(k)ιvpω − [ς(k + 1)(−)k + ς(k)]ι∂pB − ς(k + 1)(−)kιvpdB =

= − ς(k)ιvpω + ς(k)ιvpdB =

= − ς(k)ιvp ω̃

.

The equality ς(k+1)(−)k = −ς(k) follows from the definition of ς(k) (see lemma
2.1.6).

This last lemma will have a key role in 4 (see section 4.5) where the operator
bk will be recast in terms of the pairing operator mentioned in remark 2.2.24.

2.6 Transgression

We already mentioned several times how multisymplectic geometry originated
from the long-standing problem of identifying the apt geometric formulation
to encode field-like mechanical systems. Other approaches to the geometric
mechanics of infinite-dimensional systems (in sense of being parametrized by a
continuous infinity of degrees of freedom) involve formal methods on infinite-
dimensional manifolds. 4 Further inputs coming from physics allow a slightly
finer characterization of the infinite-dimensional space to be considered.
The key idea is that the configuration space of such systems consists of smooth
sections of a certain smooth fibre bundle called "configuration bundle" (the
points of the base are the parameters and the fibres consist of all the values
admissible by the field). Under certain condition, it is also possible to equip this
infinite-dimensional configuration space with a canonical symplectic structure
(see [Mit15] and references therein for a slightly more complete account). In
other terms, configurations of a field theory are encoded by a (weakly) symplectic
mapping space.
In many practical cases, the field configurations are mappings into a
multisymplectic manifold (see e.g [FR05]). The notion of transgression on
mapping space makes possible to relate the geometry of (finite-dimensional)

4We use the term "formal" because the problem of formalizing the concept of smoothness
in infinite-dimensional spaces is particularly difficult. Above all, there is none completely
general and uniquely recognized definition of smooth infinite-dimensional space (see [Sta08]
for a rundown on some of these possible notions).
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multisymplectic manifold to the geometry of infinite-dimensional symplectic
manifolds.

Consider a smooth m-dimensional manifoldM together with a smooth, compact
s-dimensional manifold Σ. Let us denote by MΣ the mapping space of smooth
functions from Σ to M :

MΣ := homsmooth(Σ,M) .

The spaceMΣ carries a Fréchet manifold structure (see [KM97]) and the tangent
space on a given smooth function γ ∈MΣ is given by the space of sections of
the pullback bundle of TM along γ, i.e. :

Tγ(MΣ) = Γ(γ∗(TM)) .

In particular, there is a well-defined notion of differential form over MΣ giving
on any submanifold γ a C∞(Σ)-multilinear R-valued form on Tγ(MΣ). One
can induce a differential form on MΣ from any differential form on M :
Definition 2.6.1 (Transgression). We call transgression the graded map

(−)` : Ω(M)→ Ω(MΣ)[−s]

defined on any α ∈ Ωn(M), γ ∈MΣ and v1, . . . vn−s ∈ Tγ(MΣ), by

α`
∣∣∣∣
γ

(v1, . . . , vn−s) =
∫

Σ
γ∗

(
ιv1∧···∧vn−sα

∣∣∣∣
γ

)
.

Alternatively, one can see the transgression map as the composition of the
pullback along the evaluation map

ev : Σ×MΣ M
(x, γ) γ(x)

.

with the operation of integration along the fibres (of the trivial fibration Σ×
MΣ →MΣ): ∫

Σ
: Ω(Σ×MΣ)→ Ω(MΣ) .

See, for instance, [Bry93, §3.7].
Example 2.6.2 (Transgression on loop spaces). Let M be a smooth oriented
manifold and LM = C∞(S1,M) be the Free loop space (see [Bry93] and Remark
5.1.7). The transgression on the loop space is given by a degree −1 chain map

` : Ω•(M) Ω•−1(LM)

α() α`
∣∣
γ

=
∫ 2π

0
ιγ̇α()

∣∣∣∣
γ(s)

ds
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Since the transgression commutes with the de Rham differential one has that
n-plectic forms on M transgress to pre-(n− s)-plectic forms on MΣ.

A particularly interesting property of homotopy comomentum maps, already
noticed in [FLGZ15, §6] and [CFRZ16, §11], is that G-actions on pre-2-plectic
manifolds (M,ω) can be transgressed to ordinary moment maps on the associated
pre-symplectic loop space LM := MS1 .
A similar result holds in the case of more general mapping spaces. Observe
first that any smooth action ϑ : G	M can be lifted to an action ϑΣ : G	MΣ

given point-wise by

ϑΣ : G×MΣ MΣ

(g, γ) (x 7→ ϑ(g, γ(x)))
.

The key results is that, when ϑ : G	(M,ω) admits a homotopy comomentum
map, the same holds for ϑΣ : G	(MΣ, ω`)

Theorem 2.6.3 ([CFRZ16, Corollary 6.3]). Consider a pre-n-plectic manifold
(M,ω) and let f : g→ L∞(M,ω) be a homotopy comomentum map with respect
to the action ϑ : G	(M,ω).
Then the L∞-morphism f ` : g→ L∞(M,ω`) with components given by

(f `)k = (fk)` : Λkg→ Ωn−s−k(MΣ)

is a homotopy comomentum map with respect to the action ϑΣ : G	(MΣ, ω`).

This last result provides further hints on how the higher symplectic geometry
on M can interact with the ordinary geometry on MΣ. We will return to the
topic of transgression on loop spaces in chapter 5.
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Chapter 3

Action of compact groups on
multisymplectic manifolds

In this chapter, based on [MR20b], we focus our attention to homotopy
comomentum map pertaining to multisymplectic actions of compact groups.
More specifically, we solve the existence problem for compact effective group
actions on oriented high-dimensional spheres seen as multisymplectic manifolds
and provide explicit constructions of some relevant cases. The main result can
be subsumed by the following important theorem:

Theorem 3.0.1. (Proposition 3.2.5 and Theorem 3.3.4) Let G be a compact
Lie group acting multisymplectically and effectively on the n-dimensional sphere
Sn equipped with the standard volume form, then the action admits a homotopy
comomentum map if and only if n is even or the action is not transitive.

The outline of the chapter is as follows: in the first section we briefly survey the
theory of cohomological obstructions to the existence of homotopy comomentum
maps as introduced in [CFRZ16] and further developed in [FLGZ15, RW15].
We include proofs for some known results in order to achieve a complete and
self-contained exposition. The main novelty in this section is an intrinsic proof of
Theorem 3.1.20, which does not depend on the choice of a model for equivariant
cohomology.
We then prove theorem 3.0.1 for the non-transitive case in Section 3.2 and the
transitive case in Section 3.3. In addition to proving the abstract theorem, we
give explicit constructions for important classes of group actions and highlight
interesting phenomena.

106
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Remark 3.0.2 (Right-actions convention). In this chapter, all groups considered
will be connected unless stated otherwise, all actions will be smooth and on the
right. A right smooth action ϑ : G	M will be encoded by the smooth map
ϑ : G×M →M , i.e. with the acting group G put as the first multiplicand of
the scalar product (in place of the more natural choice ϑ : M × G → M), in
order to agree with the sign conventions usually found in the literature. The
corresponding infinitesimal action (via fundamental vector fields) will be given
by the Lie algebra morphism v : g→ X(M) defined as

vξ(m) = d

dt

∣∣∣∣
0
ϑ(m, exp(tξ)) ∀m ∈M, ξ ∈ g ;

(c.f. equation (2.25), notice the opposite sign).
Recall that preferring right action rather than left action is mostly a matter
of taste. Furthermore, for any given left action λ : G	M , the smooth action
ρ : G	M , defined as ρg = λg−1 for any g ∈ G, is a right action.

3.1 Cohomological obstructions to HCMM for
compact groups

In this section, we give a short introduction to the cohomological obstructions
for homotopy comomentum maps focusing on their geometric description. Most
results can be found in the literature [Rog12, CFRZ16, FLGZ15, RW15] but we
present some of the proofs for a clearer and self-contained exposition. Our main
contribution is an intrinsic proof of Theorem 3.1.20 which does not depend on
a choice of model for the equivariant cohomology.

Consider an infinitesimal action of g on the pre-n-plectic manifold (M,ω)
preserving the form ω. As shown in [FLGZ15, RW15], homotopy comomentum
maps for this action can be interpreted as a primitive of a certain cocycle in a
cochain complex.

Definition 3.1.1. The bi-complex naturally associated to the action of g on
M is defined by

(C•,•g = Λ≥1g∗ ⊗ Ω•(M), δCE, d),

where d denotes the de Rham differential and δCE : Λkg∗ → Λk+1g∗ the Lie
algebra cohomology differential (see reminder 1.2.14), defined on generators by

δCE(f)(ξ1, ..., ξk) =
∑
i<j

(−1)i+jf([ξi, ξj ], ξ1, . . . , ξ̂i, . . . , ξ̂j , . . . , ξk) .
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The corresponding total complex is given by

(C•g , dtot = δCE ⊗ id+ id⊗d),

where, according to the Koszul sign convention, dtot acts on an element of
Λkg∗ ⊗ Ω•(M) as δCE + (−1)kd.

Theorem 3.1.2 (Proposition 2.5 in [FLGZ15], Lemma 3.3 in [RW15]). Let
(M,ω) be a pre-n-plectic manifold and v : g → X(M) be an infinitesimal
multisymplectic action. The primitives of the natural cocycle

ω̃ =
n+1∑
k=1

(−1)k−1ιkgω ∈ Cn+1
g , (3.1)

where, as already introduced in remark 2.2.24,

ιkg : Ω•(M) Λkg∗ ⊗ Ω•−k(M)
ω

(
p 7→ ιvpω

) ,

are in one-to-one correspondence with comoments of v. In particular, a homotopy
comomentum map exists if and only if [ω̃] = 0 ∈ Hn+1(C•g , dtot).

Proof. Being linear maps, the components fk can be regarded as elements of a
vector space

fk ∈ Λkg∗ ⊗ Ωn−k(M) ∼= HomVect(Λkg,Ωn−k(M))

satisfying equation (2.27) or, equivalently, as vectors f̃k = ς(k)fk satisfying

f̃k−1(∂p) + (−1)kdf̃k(p) = (−1)k−1ι(vp)ω. (3.2)

The last equation is obtained multiplying equation (2.27) by the sign factor
ς(k − 1) and noting that ς(k − 1)ς(k) = (−1)k.
Upon considering the direct sum of these vectors

f̃ =
(

n∑
k=1

f̃k

)
∈

n⊕
k=1

(
Λkg∗ ⊗ Ωn−k(M)

)
equation (3.2) can be recast as:

[δCE ⊗ id+ id⊗d] f̃ =
n+1∑
k=1

(−1)k−1ιkgω (3.3)
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where ιkg is the operator defined above. Note that we are implicitly using the
Koszul convention, therefore the action of id⊗d on a homogeneous element
fk ∈ Λkg∗ ⊗ Ω•(M) yields (id⊗d)fk = (−1)k(id⊗dfk).
If we set

ω̃ =
n+1∑
k=1

(−1)k−1ιkgω ∈ Cn+1
g ,

equation (3.3) corresponds to
dtotf̃ = ω̃ (3.4)

which is exactly the condition of f̃ being a primitive of ω̃.
It follows from Lemma 2.1.10 that dtotω̃ = 0 for all actions preserving ω.
Therefore the vanishing of the cohomology class [ω̃] ∈ Hn+1(C•g) is a necessary
and sufficient condition for the existence of a homotopy comomentum map for
the infinitesimal action of g on M .

The upshot is that homotopy comomentum maps pertaining to a certain
multisymplectic action v : g→ Xmsy(M,ω) are in a one-to-one correspondence
with the primitives of the cochain ω̃, hence they form an affine space modelled
on Bn+1(Cg).
Remark 3.1.3. By the Künneth theorem, the cohomology H•(C•g) is isomorphic
to H≥1(g)⊗H•(M), we will give a geometric interpretation to this fact in the
next section.
Remark 3.1.4. In Chapter 5 we will consider a slightly different obstruction to
the existence of a homotopy comomentum map for v : g→ X(M,ω). Namely, we
are going to consider the following cocycle in the Chevalley-Eilenberg complex
of g

cgp = (ιn+1
g ω)

∣∣
p

: Λn+1g R

x1 ∧ · · · ∧ xn+1 (ι(v1 ∧ · · · ∧ vn+1)ω)
∣∣
p

where p ∈M is a fixed point in M . Lemma 2.1.10 guarantees that δCEc
g
p = 0.

Note that, when M is connected, the cohomology class [cgp] ∈ Hn+1(g) is
independent of the point p, see [CFRZ16, Proposition 9.1].
The vanishing of [ω̃] implies in particular that (ιn+1

g ω) ∈ Cn+1
g must be a

boundary, hence the vanishing of [cgp] is a necessary condition for the existence
of a homotopy comomentum map.
Moreover, it follows from Remark 3.1.3 that when Hi

dR(M) = 0 for 1 ≤ i ≤ n−1
the vanishing of [cgp] is also a sufficient condition for the existence of a homotopy
comomentum map.
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Remark 3.1.5 (Relations between Cg and equivariant cohomology). At this
stage, this cohomological construction might appear to be a simple formal
rearrangement of the moment map definition. Its real power is manifested when
one can draw a correspondence between the cohomology groups of C and those
of the other geometric structures involved, namely the manifold M , the Lie
group G and the action ϑ.
When talking about G-spaces, i.e. triples (M,G, ϑ), the cohomology theory of
interest is called equivariant cohomology. It can be shown, see [CFRZ16, §6],
that the complex Cg can be embedded into the Bott-Shulman-Stasheff model
Ω(GnM) pertaining to the action. Hence the statement of theorem 3.1.2 can
be framed as a coboundary condition in equivariant cohomology since Ω(GnM)
is a model of equivariant cohomology (see proposition 6.4 in [CFRZ16]). In
the same article, it has also been proved how to frame the same cohomological
obstruction in another complex called Cartan model, which is a model for
equivariant cohomology only in the case of compact group actions.

In the following subsections we will focus on compact groups trying to give
a geometric interpretation of such obstruction which will not depend on the
model used to represent the equivariant cohomology of the action.

3.1.1 A geometric interpretation of the obstruction class

In symplectic geometry the existence of a comoment map implies that ω
can be extended to a cocycle in equivariant de Rham cohomology ([AB84]).
Following [CFRZ16], we illustrate this fact by giving a geometric interpretation
to the obstruction class [ω̃] defined above and explain its analogue in the
multisymplectic setting.

When the Lie algebra action v comes from a Lie group action, we can interpret
the complex C•g and the cocycle ω̃ in terms of the de Rham cohomology of
invariant forms.

Definition 3.1.6. Let ϑ : G×M →M be a Lie group action. We denote by
Ω•(M,ϑ) the subcomplex of ϑ-invariant differential forms. The cohomology of
this complex is called invariant de Rham cohomology and denoted by H•(M,ϑ).

Remark 3.1.7. It is more common in the literature to denote these invariant
spaces by Ω•(M)G and H•(M)G. We use the above notation to emphasize the
specific Lie group action involved.
Remark 3.1.8. The invariant cohomology is not the same as the equivariant
cohomology, which we will define later. For example, whenever G is compact, the
natural map H•(M,ϑ)→ H•(M) induced by the inclusion of the subcomplex
is an isomorphism, as in this case any form can be made invariant by averaging.
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Pullbacks along equivariant maps lead to homomorphisms of the invariant
cohomology groups. For details we refer to [GHV73, §4.3].

Lemma 3.1.9 (Lemma 6.3 in [CFRZ16]). Let ϑ : G×M →M be a right Lie
group action, denote by

(r × id) : G× (G×M) (G×M)
(h, (g,m)) (gh,m)

the right multiplication action on the second factor.
The complex Ω•(G×M, r × id) is naturally isomorphic to C•g ⊕ Ω•(M).

Proof. We have a natural morphism in the category of cochain complexes:

ϕ : tot(Λ•g∗ ⊗ Ω•(M))→ tot(Ω•(G, r)⊗ Ω•(M))→ Ω•(G×M, r × id).
(3.5)

The first arrow comes from the isomorphism Λkg∗ → Ωk(G, r), which associates
to any element of Λkg∗ = ΛkT ∗eG its right-invariant differential form extension
on G. This is in particular an isomorphism of cochain complex obtained
dualizing the Chevalley-Eilenberg chain complex pertaining to right-invariant
vector fields on G that is CE(g) ∼= CE(X(G, r)). Note that from lemma 2.1.10,
the cochain differential δCE on (CE(X(G, r)))∗ ∼= Ω(G, r) corresponds to the
usual de Rham differential.
The second arrow comes from the exterior wedge product i.e. from the map

Ωq(G, r)⊗ Ωp(M) Ωq+p(G×M, r × id)
α⊗ β π∗1α ∧ π∗2β

where πi are the projections on the i-th factor of G × M . Regarding the
complexes involved as graded vector spaces, the previous map can be extended
to a degree 0, bilinear map

Ω•(G, r)⊗ Ω•(M) Ω•(G×M, r × id)

α⊗ β (−1)|α|π∗1α ∧ π∗2β
(3.6)

where the extra signs comes from the Koszul convention we employed in definition
3.1.1 when defining the differential in the total complex.
The map ϕ defined in (3.5) admits an inverse given by restricting a form α ∈
Ω•(G×M, r× id) to the submanifold {e} ×M . Explicitly one has ϕ−1 := (ιe)∗,
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where ιe : {e} ×M ↪→ G×M is the standard inclusion, since

Γ(ι∗eΛkT (G×M)) ∼= Γ(Λk((TeG)M ⊗ TM)) ∼=

∼= Γ
(

k⊕
n=0

ΛnTeG⊗ Λk−nTM
)
∼=

∼=
k⊕

n=0
Λng⊗ Ωk−n(M) .

(In the above equality, (TeG)M stands for the trivial vector bundle (TeG)×M →
M .)
The statement follows from the observation that C•g ⊕ (Λ0g∗ ⊗ Ω•(M)) ∼=
C•g ⊕ Ω•(M) is the total complex of Λ•g∗ ⊗ Ω•(M) and that the second arrow
defined above is precisely the function inducing the Künneth isomorphism
[BT13].

Proposition 3.1.10 (Proposition 6.4 in [CFRZ16]). Assume that G preserves
a pre-n-plectic form ω. Call v the infinitesimal action induced by G.
Then the cocycle ω̃ ∈ Cn+1

g ↪→ Ω•(G×M, r × id) with respect to the infinitesimal
action v is given by

ω̃ = ϕ−1 (ϑ∗ω − π∗ω) ,

where π : G ×M → M is the projection onto the second factor and ϕ is the
natural isomorphism defined by equation (3.5).

Proof. First must be checked that ϑ∗ω−π∗ω is a well-defined (r× id)-invariant
form. Being an action, the map ϑ : G×M →M is equivariant (with respect to
r×id in the domain and ϑ in the target). Hence, the cochain-map ϑ∗ : Ω•(M)→
Ω•(G × M) restricts to a well-defined map on the invariant subcomplexes
ϑ∗ : Ω•(M,ϑ) → Ω•(G×M, r × id), and in particular we have a well-defined
map in cohomology.
Proceeding by inspection, we consider, without loss of generality, the point
(e, p) ∈ G×M . From the general theory of product manifolds one has that

T(e,p)G×M ∼= TeG⊕ TpM ∼= g⊕ TpM .

Let X1, ..., Xn+1−i ∈ TpM and ξ1, ..., ξi ∈ g. For all 1 < i ≤ n+ 1 we get

ϑ∗ω(ξ1, ..., ξi, X1, ..., Xn+1−i) = ω(ϑ∗ξ1, ..., ϑ∗ξi, ϑ∗X1, ..., ϑ∗Xn+1−i) =

= ω(v(ξ1), ..., v(ξi), X1, ..., Xn+1−i) =

=
[
(ιigω)(ξ1, ..., ξi)

]
(X1, ..., Xn+1−i)



COHOMOLOGICAL OBSTRUCTIONS TO HCMM FOR COMPACT GROUPS 113

and for i = 0 we get

ϑ∗ω(X1, . . . , Xn+1) = ω(X1, . . . , Xn+1) = π∗ω(X1, . . . , Xn+1) .

Observe then that by the sign convention in equation (3.6) follows that

ϕ(ω̃) =
n+1∑
k=1

(−)k−1ϕ(ιkgω) = −
n+1∑
k=1

ιkgω

with the last ιkgω is seen as a differential form on G × M . Being
ξ1, . . . , ξi, X1, . . . , Xn+1−i arbitrary elements, it turns out that

ϑ∗ω = −ϕ(ω̃) + π∗(ω)

and the invertibility of ϕ (see lemma 3.1.9) finishes the proof. One should
note, that this is true although π is not an equivariant map with respect to
(r × id, ϑ).

Remark 3.1.11. The previous results are subsumed by the following sequence in
the category of cochain complexes:

Ω(M,ϑ) Ω(G×M, r × id) Λ≥0g∗ ⊗ Ω(M) Cg ⊕ Ω(M)
ϑ∗−π∗ ϕ−1

∼ ∼

for any smooth action ϑ : G	M . Given ω ∈ Ω(M,ϑ) multisymplectic, are
implied the following cohomological conditions to the existence of a homotopy
comomentum map:(
ϑ : G	(M,ω)

admits HCMM

)
⇔
(

[ω̃] = 0 ∈ H(Cg)
)
⇔
(

[(ϑ∗−π∗)ω] = 0 ∈ H(G×M, r×id)
)

Notice, in particular, that the right-hand side provides an obstruction in terms
of the G-invariant cohomology, which is closer to the problem’s geometric data
and less "ad hoc" than Cg.
All of this does not require the group to be compact. In case of compact groups,
the obstruction can be read directly in de Rham cohomology, see corollary
3.1.16.
Remark 3.1.12. We think that the above proposition is central to the
understanding of multisymplectic homotopy comomentum maps, as it enables
an elementary and unified treatment of many phenomena in multisymplectic
geometry.

• For symplectic manifolds, this result gives a nice interpretation for the
result of [AB84] that moment maps are in correspondence to equivariant
extensions of ω and also explains why this correspondence fails in the
general multisymplectic setting (c.f. Example 3.1.22 and [Wei77, §4]).
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• A homotopy comomentum map exists, whenever the multisymplectic form
ω can be lifted to a class in the equivariant cohomology Hn+1

G (M). (See
Theorem 3.1.20).

• Let Gi act on the multisymplectic manifolds (Mi, ωi) for i ∈ {1, 2}. If
there exists a homotopy comomentum map for ϑi : Gi	(Mi, ωi), then
there exists a homotopy comomentum map for the product ϑ = (ϑ1×ϑ2) :
(G1 × G2)	(M1 × M2) with respect to the multisymplectic structure
ω = (τ∗1ω1 ∧ τ∗2ω2) ∈ Ω(M1×M2). (Here τi : M1×M2 →Mi denotes the
standard projection of the cartesian product). This theorem from [SZ15],
proven by explicit exhibition of the sought homotopy comomentum map,
can be derived from proposition 3.1.10 observing that

[(ϑ∗−π∗)ω] =

= [(ϑ∗1 × ϑ∗2 − π∗1 × π∗2)(τ∗1ω1 ∧ τ∗2ω2)] =

= [τ∗1ϑ∗1ω1 ∧ τ∗2ϑ∗2ω2 − τ∗1 π∗1ω1 ∧ τ∗2 π∗2ω2] =

= [(τ∗1 (ϑ∗1 − π∗1)ω1) ∧ (τ∗2ϑ∗2ω2) + (τ∗1 π∗1ω1) ∧ (τ∗2 (ϑ∗2 − π∗2)ω2)] =

= κ ((((((
([(ϑ∗1 − π∗1)ω1] , [ϑ∗2ω2]) + κ ([π∗1ω1],(((((

([(ϑ∗2 − π∗2)ω2]) =

= 0 ,

where κ denotes the Künneth isomorphism and the last cancellations are
due to the existence of a homotopy comomentum map with respect to the
components ϑi. A similar result also holds endowing (M1 ×M2) with the
multisymplectic form π∗1ω + π∗2ω.

Remark 3.1.13. In particular, Proposition 3.1.10 immediately implies that a ϑ-
invariant potential of ω induces a homotopy comomentum map, as an invariant
potential α of ω would be mapped to a potential (ϑ∗α−π∗α) ∈ Ω•(G×M, r×id)
of ω̃ = ϑ∗ω−π∗ω. Note that ω being exact is not a sufficient condition, because
a primitive ϑ∗α − π∗α need not to be an element in the invariant cochain
complex Ω•(G×M, r × id) in general.

When such an invariant potential exists, it is fairly easy to give an explicit
expression for the components of a homotopy comomentum map, as illustrated
by the following Lemma:

Lemma 3.1.14 (Section 8.1 in [CFRZ16]). Let M be a manifold with a G-
action, let α ∈ Ωn(M,G) be a G-invariant n-form and consider the pre-n-plectic
form ω = dα on M .
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The action G	 (M,dα) admits a G-equivariant homotopy comomentum map
(f) : g→ L∞(M,ω), given by (k = 1, . . . , n):

fk : Λkg Ωn−k(M)
q (−1)k−1ς(k)ι(vq)(α) .

Proof. A direct proof of this statement can be given by showing that equation
(2.27) is satisfied. Upon employing Lemma 2.1.10, we have:

dfm(p) = (−1)m−1ς(m)dιvpα =

= −ς(m)(−1)mdι(v1 ∧ · · · ∧ vm)α =

= −ς(m)
(
ιvpdα+ ι∂vpα+

m∑
k=1

(−1)kι(x1 ∧ x̂k ∧ · · · ∧ xm)���Lxkα

)
=

= −ς(m)ιvpω + (−1)m−1ς(m− 1)ι∂vpα = −ς(m)ιvpω − fm−1(∂vp),

thus G-equivariance follows from lemma 2.1.10.

Corollary 3.1.15 (SO(n)-action on Rn, Example 8.4 in [CFRZ16]). The
canonical action

SO(n)	
(
R
n, dx1...n) ,

where x = (xi) are the standard coordinates on Rn and dx1...n = dx1 ∧ · · · ∧ dxn
is the standard volume form of Rn, admits a homotopy comomentum map given
by (k = 1, . . . , n):

fk : Λkg Ωn−1−k(M)
q (−1)k−1 ς(k)

n ι(E ∧ vq)
(
dx1...n)

where E =
∑
i x

i∂i is the Euler vector field.

Proof. The proof follows from Lemma 3.1.14 noting that the standard volume
form admits the following G = SO(n)-invariant primitive

α =
ιE
(
dx1...n)
n

.
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3.1.2 Cohomological obstructions for compact group actions

Let us specialize our description of the obstructions to the existence of a
homotopy comomentum map pertaining to a compact Lie group action. In this
case, we do not have to care about the invariance of forms and Proposition
3.1.10 reads as follows:

Corollary 3.1.16. Let ϑ : G×M → M be a compact Lie group acting on a
pre-n-plectic manifold, preserving the pre-multisymplectic form ω. A homotopy
comomentum map exists if and only if [ϑ∗ω − π∗ω] = 0 ∈ Hn+1

dR (G×M).

Proof. From Proposition 3.1.10 we get the following sequence of maps between
complexes together with the induced maps in cohomology:

Ω•(M,ϑ) HdR(M) [ω]

Ω•(G×M, r × id) HdR(G×M) [ϑ∗ω − π∗ω]

Ω•(G, r)⊗ Ω•(M) HdR(G)⊗HdR(M)

Λ•g∗ ⊗ Ω•(M) HCE(g)⊗HdR(M)

C•g ⊕ (R⊗ Ω•(M)) H(C•g)⊕HdR(M) [ω̃]

ϑ∗−π∗ ϑ∗−π∗

∼= ∼=(Künneth)

∼= ∼=

∼= ∼=

The statement follows by resorting to Remark 3.1.8, i.e. noting that HdR(G) ∼=
H(G, r) and HdR(G×M) ∼= H(G×M, r×id) via the averaging trick on compact
connected Lie groups (see reminder 3.1.17).

Reminder 3.1.17 (Averaging trick). Let be ϑ : G	M be a compact and
connected Lie group action. By averaging trick we mean the procedure
associating a ϑ-invariant differential form to any differential form on M .
Recall at first that Lie groups are orientable (since the tangent bundle
TG ∼= G × g is trivial) and in particular it is always possible to find left or
right invariant volume forms thereon. Such volume forms are uniquely defined
by a constant. When G is a compact group, such constant can be fixed via
normalization. Namely, there exists a unique dg ∈ (Ωtop(G), R) right-invariant
volume form, called Haar volume, such that

∫
G

d g = 1 (see for instance [DK00,
§3.13]).
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Consider now the aforementioned compact group action ϑ : G	M . For any
0 ≤ k ≤ dim(M), we define the averaging as the mapping

A : Ωk(M) (Ωk(M), ϑ)

ω

∫
G

(ϑ∗gω)dg
,

where dg denotes the Haar measure, ϑg : x 7→ x.g is the action of g and (ϑ∗gω)
is the pullback of ω along the action seen as a vector-valued smooth function
on G:

ϑ∗ ω : G→ Ωk(M) .
A simple consequence of this construction is that any ϑ-invariant exact form
admits a ϑ-invariant primitive. Namely, considering ω = dβ, one has

ω = A(ω) =
∫
G

(ϑ∗g dβ)dg = dA(β) .

We will now investigate the connection between homotopy comomentum maps
and equivariant cohomology. The latter is the most general cohomology
theory pertaining to group actions on topological space (see [Tu11] for a gentle
introduction).

Definition 3.1.18 (Equivariant Cohomology ([Bor60], see also [Hsi75,
§3][GSB99, §1])). Consider a smooth Lie group action ϑ : G	M on a manifold
M . Let EG be a contractible space on which G acts freely by ϑEG. Then we
define the equivariant cohomology of M as H•G(M) := H•((M ×EG)/G), where
G acts on M × EG diagonally.

Remark 3.1.19. As EG might not be a manifold, we have to interpret H•G(·) as
a suitable cohomology theory (e.g. singular cohomology with real coefficients)
in the above definition.
When the group G is compact, any action ϑ : G ×M → M is in particular
proper. If the action ϑ is also free then the quotient manifold theorem holds
and H•G(M) = H•dR(M/G).

For a not necessarily free action ϑ, we have the following diagram in the category
of topological spaces

G× (M × EG) M × EG (M × EG)/G,
ϑ×ϑEG

π
q

where q is the projection to the orbits, which induces a sequence in cohomology:
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H•(G×M) H•(M) H•G(M)
ϑ∗−π∗ q∗

The latter diagram is obtained using the definition of equivariant cohomology
H(M×EGG ) ∼= HG(M) on the rightmost term and the contractibility of EG, i.e.

H(M × EG) ∼=
de Rham thm.

HdR(M × EG) ∼=

∼=
Künneth thm.

HdR(M)⊗Hdr(EG) ∼=

∼=
EG conctractible

HdR(M) .

Being q a mapping into orbits one has q ◦ ϑ = q ◦ π (where θ here is shorthand
for the action ϑ×ϑEG on M ×EG. Therefore (ϑ∗−π∗)◦q∗ = 0. Using Remark
3.1.8 and Proposition 3.1.10 we get the following statement:

Theorem 3.1.20 ([CFRZ16]). Let G × M → M be a compact Lie group
preserving a pre-n-plectic form ω. If [ω] ∈ H•(M) lies in the image of q∗ :
H•G(M)→ H•(M), then ϑ admits a homotopy comomentum map.

Remark 3.1.21. The advantage of our approach to the theorem is that it is much
simpler and more intrinsic, in particular we do not need to choose a model for
equivariant cohomology. In Section 6 of [CFRZ16] one can find similar results
framed in the Bott-Shulman-Stasheff and in the Cartan model. Furthermore,
in Section 7.5 of [CFRZ16], a generalization of this statement to non-compact
groups is discussed.

Observe that the vector space Im(q∗) ⊂ HdR(M) consists of closed forms (it is
better to say cohomology classes) coming from a class in equivariant cohomology;
in other words, elements in Im(q∗) can be extended to an equivariant cohomology
class. The condition for [ω] to come from an equivariant cohomology class is
sufficient for the existence of a homotopy comomentum map.
Unfortunately, unlike the symplectic case (c.f. [AB84]), the converse statement
does not hold in general. Even if a (pre-)multisymplectic action of G on (M,ω)
admits a homotopy comomentum map, [ω] does not need to come from an
equivariant cocycle. We will illustrate this fact by an example.
Example 3.1.22. Consider the action ϑ : S1 × S3 → S3 given by the Hopf
fibration S1 ↪→ S3 � S2. Let ω be the standard volume on S3. By Remark
3.1.3 the obstructions to a homotopy comomentum map sit inH1(u(1))⊗H2(S3),
H2(u(1))⊗H1(S3) andH3(u(1))⊗H0(S3), which are trivial. Hence, a homotopy
comomentum map exists.
As the action is free (and the quotient is S2), we have H3

S1(S3) = H3(S3/S1) =
H3(S2) = 0. But [ω] 6= 0 in H3(S3), so the class [ω] cannot come from an
equivariant cocycle.
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Remark 3.1.23. We note that this example has a different character than the
ones provided in Section 7.5 of [CFRZ16]. They exhibit cases where individual
homotopy comomentum maps do not come from equivariant cocycles, whereas
in our case no equivariant cocycle can be found for any of the possible homotopy
comomentum maps.

3.2 Non-transitive multisymplectic group actions
on spheres

The goal of this section is to prove the existence of homotopy comomentum maps
for non-transitive actions and construct an explicit homotopy comomentum
map for the SO(n)-action on Sn.
Remark 3.2.1 (Canonical multisymplecticity of the sphere). Recall that the
n-dimensional sphere Sn is a connected, simply connected manifold; therefore is
orientable. Recall also that Sn can be canonically embedded in the Euclidean
space Rn+1 as the standard unit sphere centered on the origin. Thus, it possesses
a canonical Riemannian structure induced by the standard metric on Rn+1. One
can induce a volume form on Sn by pulling-back contraction of the Euclidean
volume with a nowhere vanishing normal vector field. At this scope, it is
customary to choose the outward-facing vector field E = xi∂i called Euler
vector field. The unique Riemannian volume form singled out of this procedure
will be the standard multisymplectic form considered on spheres. (See example
2.2.4.)

Recall first that the orbit map of p ∈ M with respect to the smooth action
ϑ : G	M is the smooth function

ϑp : G M

g g.p = ϑ(g, p)

determining an immersed submanifold of M simply called the orbit of p.
The existence of a homotopy comomentum map for actions on a sphere can be
ascertained by studying the restriction of the multisymplectic form on orbits:
Lemma 3.2.2. Let ϑ : G × Sn → Sn be a compact Lie group acting
multisymplectically on Sn equipped with the standard volume form ω ∈ Ωn(Sn).
Let p ∈ Sn be any point.
A homotopy comomentum map exists if and only if ϑ∗p[ω] ∈ Hn(G) vanishes.

Proof. By Corollary 3.1.16, we only have to check that

[ϑ∗ω − π∗ω] = 0 ∈ Hn(G× Sn) ⇔ ϑ∗p[ω] = 0 ∈ Hn(G) .
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The direct implication follows by considering the map

i : G G× Sn
g (g, p)

and its induced linear map in cohomology i∗ : H•(G × Sn) → H•(G) which
acts on [ϑ∗ω − π∗ω] ∈ Hn(G× Sn) as

i∗[ϑ∗ω − π∗ω] = [(ϑ ◦ i)∗ω −���
�(π ◦ i)∗ω ] = ϑ∗p[ω],

because ϑ ◦ i = ϑp and π ◦ i is the constant map valued in p ∈ Sn.
For the converse implication, note at first that the cohomology of the sphere
implies

Hn(G× Sn) = (Hn(G)⊗H0(Sn))⊕ (H0(G)⊗Hn(Sn)).

Therefore, recalling Proposition 3.1.10, the obstruction [ϑ∗ω− π∗ω] lies entirely
in Hn(G)⊗H0(Sn) as [ω̃] has null component in H0(G)⊗Hn(Sn). Since the
restriction of i∗ to Hn(G)⊗H0(Sn) is an isomorphism (the 0-th cohomology
group of a connected manifold is isomorphic to R), one can conclude that
[ϑ∗ω − π∗ω] vanishes if and only if

i∗[ϑ∗ω − π∗ω] = ϑ∗p[ω] = 0 ∈ Hn(G).

Remark 3.2.3. Note that the direct implication in the proof of Lemma 3.2.2
does not depend from being the base manifold a sphere. In other words, a
necessary condition for the existence of a homotopy comomentum map is that
the pullback of ω with respect to any orbit map vanishes.
Remark 3.2.4. Observe that a result similar to Lemma 3.2.2 can be stated for
any compact multisymplectic action G	(M,ω), with ω in degree n+ 1, such
that the following cohomological condition holds

n⊕
k=1

Hk(G)⊗Hn−k(M) = 0.

In particular, the same result is true for the action of any compact, connected
and semisimple Lie group G (i.e. such that H1(g) = H2(g) = 0) acting on a
2-plectic manifold. See [CFRZ16, Proposition 7.1] for an existence result for
homotopy comomentum maps related to this kind of actions in presence of a
fixed point.

An action G	M is said transitive if the orbit map ϑp is surjective for any
p ∈M . When this condition is not met we have the following result:
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Proposition 3.2.5. Let G be a compact Lie group acting non-transitively on
Sn and preserving the standard volume form. Then the action G	M admits a
homotopy comomentum map.

Proof. If G acts non-transitively then there exists an orbit O ⊂ Sn of dimension
strictly less than n. Let p ∈ O. Then we have ϑ∗p[ω] = ϑ∗p[ω|O], but ω|O ∈
Ωn(O) is zero due to dimension reasons. Hence, the action admits a homotopy
comomentum map, due to Lemma 3.2.2.

3.2.1 The action of SO(n) on Sn

The goal of this section is to give an explicit construction for the homotopy
comomentum map of the action SO(n)	Sn by resorting to Corollary 2.4.25.

In what follows, we will consider the standard SO(n+ 1)-invariant embedding
j : Sn → Rn+1 of Sn as the sphere with unit radius and consider the linear
action of the group SO(n) on Rn+1 as the subgroup of special orthogonal linear
transformations fixing the axis x0.
In Rn+1 we consider the standard coordinates x = (x0, . . . , xn) and the
corresponding volume form dx0...n = dx0 ∧ · · · ∧ dxn. Furthermore, we will
make use of the following notation for the cylindrical radius (with axis x0) and
the central radius respectively:

r =
√

(x1)2 + · · ·+ (xn)2 R =
√

(x0)2 + r2 .

Recall that the volume form on the unit sphere embedded in Rn+1 is given by

ω = j∗ιE dx0...n

where E is the Euler vector field. E can be seen as the fundamental vector field
of the action

ϑ : R× Rn+1 → R
n+1

(λ, x) 7→ eλx

of R on the Euclidean space via dilations, that is the linear action generated by
the identity matrix idn+1 ∈ gl(n,Rn+1), i.e. E = vidn+1 =

∑
i x

i ∂i.

Let us call H = SO(n)× R the subgroup of GL(n,Rn+1) generated by

h =
{[

1 0
0 a

]
| a ∈ so(n)

}
⊕ 〈idn+1〉 ' so(n)⊕ R .
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The group H acts linearly on Rn+1 through the standard infinitesimal action

v : h X(Rn+1)
A

∑
i,j

[A]ij xj∂i

where [A]ij denotes the ij entry of the matrix A.

Lemma 3.2.6. The differential form

η = Θ dx0...n ∈ Ωn+1(Rn+1 \ {0}) with Θ = 1
Rn+1

is multisymplectic on N = (Rn+1 \ {0}), invariant under the action H 	N and
restricts to the standard volume form on the unit sphere.

Proof. Multisymplecticity follows from the closure and non-degeneracy of dx0...n

together with the property that Θ never vanishes.
The form is clearly SO(n)-invariant because Θ depends only on R. The H-
invariance follows from the invariance along the Euler vector field:

LE(Θ dx0...n) = (LE Θ +(n+ 1) Θ)dx0...n

and

LE Θ =
∑
i

xi
∂

∂xi
R−(n+1) = −n+ 1

2
∑
i

2(xi)2R−(n+1)−1 = −(n+ 1) Θ

Finally, η restricts to the volume form on Sn because j∗Θ = 1.

The function Θ ∈ C∞(Rn+1 \ {0}) is precisely the scaling factor that makes the
Euclidean volume invariant with respect to the extended group SO(n+ 1)× R.
The problem to find explicitly a homotopy comomentum map:

s : h→ L∞
(
R
n+1 \ {0}, η = Θ dx0...n)

can be solved by exhibiting an H-invariant primitive of the rescaled volume η
and then resorting to Lemma 3.1.14.

Lemma 3.2.7. The differential (n+1)-form η admits an H-invariant potential
n-form:

β = (ϕ̂ x0) dx1 ∧ · · · ∧ dxn
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where ϕ̂ ∈ C∞(Rn+1 \ 0) depends only on the cylindrical coordinates (x0, r) and
it is given by

ϕ̂(x0, r) =


1

((x0)2+r2)
n+1

2

(
x0(n+ 1)− r arctan

(
x0

r

))
r 6= 0

(n+ 1) 1
|x0|n r = 0, x0 > 0

−(n+ 1) 1
|x0|n r = 0, x0 < 0

(3.7)

Proof. Let us start from the following ansatz

β = ι(x0∂0)ϕ(x0, r)η

for a potential n-form of the scaled volume η as defined in Lemma 3.2.6. At
this point, ϕ is an arbitrary smooth function depending only on the cylindrical
parameters (x0, r).
Being x0∂0 the fundamental vector field of

ζ =
[
1 0
0 0n

]
∈ gl(n+ 1,R),

one gets

Lvξβ =
(
ι(���v[ξ,ζ] ) + ι(vζ)Lvξ

)
ϕη = 0 ∀ξ ∈ so(n),

because the (n+ 1)-form ϕη depends only on (x0, r), i.e. β is SO(n) invariant.
On the other hand, one has:

LEβ =
(
���ι[id,ζ] + ιx0∂0LE

)
ϕ Θ dx0...n =

= ιx0∂0

[
(LEϕ) Θ dx0...n + ϕ((((

((
LE Θ dx0...n ]

and
dβ =

(
∂ϕ

∂x0 Θ x0 + ϕx0 ∂Θ
∂x0 + ϕΘ

)
dx0...n

=
(
∂0ϕx

0 − (n+ 1) (x0)2

(r2 + (x0)2) + ϕ

)
Θ dx0...n .

Therefore, in order for β to be G−invariant primitive of ω, the following
conditions on ϕ have to be met:LEϕ = r ∂r ϕ+ x0 ∂0 ϕ = 0

x0 ∂0ϕ− (n+ 1) (x0)2

(r2 + (x0)2) + ϕ = 1



124 ACTION OF COMPACT GROUPS ON MULTISYMPLECTIC MANIFOLDS

The general solution of this system reads:

ϕ(x0, r) = − r

x0 arctan
(
x0

r

)
(n+ 1) + n+ 2

which is a smooth function defined on
{
x ∈ Rn+1 |x0 6= 0, r 6= 0

}
. Recalling

that
lim
y→0

arctan(y)
y

= 1 lim
y→∞

arctan(y)
y

= 0 ,

one can see that the limits to all the critical points of ϕ, except (x0, r) = (0, 0),
are finite. Hence, considering the unique smooth extension ϕ̂ ∈ C∞(Rn+1 \ {0})
of ϕ, given explicitly by equation (3.7), we conclude that

β = (x0 ϕ̂) dx1 ∧ · · · ∧ dxn

is the sought H-invariant primitive.

Proposition 3.2.8. A homotopy comomentum map for the action SO(n)	 (Sn, ω),
for n ≥ 2, is given by

fi : Λiso(n) Ωn−1−i(Sn)
q −j∗ι(vq)(ιEβ)

.

where β is the primitive given in Lemma 3.2.7.

Proof. The statement follows directly from Corollary 2.4.25 upon considering

(N, η) = (Rn+1,Θ dx0...n) (M,ω) = (Sn, j∗ιEdx0...n)

p = id(n+1) ∈ Z1(h) H = SO(n)× R = HE ⊃ SO(n)

and noting that an explicit homotopy comomentum map for the H-action is
given by Lemma 3.1.14 via employment of the primitive constructed in Lemma
3.2.7.

Remark 3.2.9. Proposition 3.2.8 extends to spheres of arbitrary dimension a
similar result given in [CFRZ16, Paragraph 8.3.2] up to dimension 5.

3.3 Transitive multisymplectic group actions on
spheres

Recall at first an important property of transitive compact group actions:
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Proposition 3.3.1 (Isotropies of transitive compact group actions (see e.g
[Soc20])). Be G	M a transitive compact group smooth action and let be H ⊂ G
be an isotropy subgroup. Then H is a closed subgroup, all isotropy subgroups
are isomorphic to H, i.e.

Gx := {g ∈ G | g.x = x} ∼= H ∀x ∈M

and there exists a canonical diffeomorphism G/H ∼= M .

Remark 3.3.2. Synthetically, we will denote any transitive action of a compact
group G on the manifold M with isotropy subgroup H simply by the
corresponding canonical isomorphism G/H = M .

Recall also that there exists a corresponding H-principal bundle over M given
by fixing a certain point p ∈M and considering the corresponding orbit map

H ∼= Gp G Mi ϑp
.

Focussing to our case, all effective transitive compact connected group actions
on spheres have been classified (c.f. [Bes08] for an overview of the results):

Proposition 3.3.3 (Classification of transitive compact group action on spheres,
[MS43, Bor50, Bor49] ). The only compact groups G acting transitively and
effectively on Sn with isotropy group H, hence G/H = Sn, are given by the
following list:

• SO(n)/SO(n− 1) = Sn−1

• SU(n)/SU(n− 1) = U(n)/U(n− 1) = S2n−1

• Sp(n)Sp(1)/Sp(n−1)Sp(1) = Sp(n)U(1)/Sp(n−1)U(1) = Sp(n)/Sp(n−
1) = S4n−1

• G2/SU(3) = S6

• Spin(7)/G2 = S7

• Spin(9)/Spin(7) = S15.

Observe that effectiveness is not a particularly stringent requirement since the
action of any group G on M is effective when restricted to the quotient group
G/N given by the closed subgroup N :=

⋂
x∈M

Gx.

The goal of this section is to prove the following theorem:
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Theorem 3.3.4. Let G be a compact Lie group acting multisymplectically,
transitively and effectively on Sn equipped with the standard volume form, then
the action admits a homotopy comomentum map if and only if n is even.

Proof. According to the classification given by proposition 3.3.3, it will suffice
to prove the following statements:

1. The action of SU(n) on S2n−1 does not admit a homotopy comomentum
map. As SU(n) ⊂ U(n) ⊂ SO(2n), from this we will automatically get the
statements, that U(n) and SO(2n) do not admit a homotopy comomentum
map when acting on S2n−1. Moreover, as SU(4) ∼= Spin(6) ⊂ Spin(7),
this implies that Spin(7) does not admit a homotopy comomentum map,
when acting on S7.

2. The action of Sp(n) on S4n−1 does not admit a homotopy comomentum
map. Hence, neither Sp(n)U(1) nor Sp(n)Sp(1) do.

3. Spin(9) does not admit a homotopy comomentum map, when acting on
S15.

4. SO(2n+ 1) has a homotopy comomentum map when acting on S2n. As
G2 ⊂ SO(7), this implies that G2 admits a homotopy comomentum map
when acting on S6.

Here we have employed the standard inclusions and isomorphisms coming from
the well-known classification of compact connected Lie groups (see for example
[FH13, Kna13]).

The theorem can, therefore, be proved resorting to Lemma 3.2.2, after proving
the following Proposition 3.3.5 and Proposition 3.3.6.

Proposition 3.3.5. Let ωn be the volume form of Sn, N the north pole and
consider the orbit map ϑN of N for a certain group acting on the sphere.

• Let ϑN : SU(n)→ S2n−1. Then ϑ∗N [ω2n−1] 6= 0.

• Let ϑN : Sp(n)→ S4n−1. Then ϑ∗N [ω4n−1] 6= 0.

• Let ϑN : Spin(9)→ S15. Then ϑ∗N [ω15] 6= 0.

Proof. Starting from the first case, consider the principal bundle

SU(n− 1) SU(n) S2n−1i ϑN
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corresponding to the action SU(n)	S2n−1 with respect to the orbit of the
north pole N as introduced in remark 3.3.2. This bundle has a (2n-2)-connected
base manifold, hence the pair (SU(n), SU(n-1) is (2n-2)-connected and the
pull-back maps i∗ : Hk(SU(n))→ Hk(SU(n-1)) are isomorphism for k ≤ (2n-2)
(see [Hat02] for extra details). The cohomology of SU(n) is completely described
by its generators, namely one has

H•(SU(n),R) ' ΛR[u3, u5, . . . , u2n−1]

where the right-hand side denotes the exterior algebra generated by elements
uk in odd degree k (c.f. [Hat02, Corollary 4D.3]). In particular one can see that
all generators H•(SU(n− 1)) comes from the restriction of the generators of
H•(SU(n)) , i.e. are images under i∗. This means that the Leray-Hirsch-
theorem [Hat02, Theorem 4D.1] can be applied, hence the following isomorphism
holds:

H•(S2n−1)⊗H•(SU(n− 1)) ∼−→ H•(SU(n)) .

Inserting the explicit values for the real cohomology of the higher dimensional
sphere, the left-hand side in degree (2n− 1) results in(

H(2n−1)(S2n−1)⊗H0(SU(n− 1)
)
⊕
(
H0(S2n−1)⊗H2n−1(SU(n− 1))

) ∼= H2n−1(S2n−1)

and the Leray-Hirsch isomorphism restrict to ϑ∗N

H2n−1(S2n−1) ϑ∗N−−→ H2n−1(SU(n))

Being the volume [ω2n−1] the (degree (2n− 1)) generator of the cohomology of
S2n−1, that means that ϑ∗N [ω2n−1] is a generator of the cohomology of SU(n)
and thus non-zero in H2n−1(SU(n)).

The same reasoning holds almost verbatim to the second case. The expression
for the generators of H•(Sp(n)) can be read again in [Hat02, Corollary 4D.3].

Regarding the third case, one has only to observe that, Spin(n) is the universal
covering of SO(n) and, in particular, the two groups are locally isomorphic,
hence the real-valued cohomologies of Spin(n) and SO(n) are isomorphic (see
[Bor55, §11.1]). The cohomology groups can be explicitly given through the set
of generators

H•(Spin(k)) ' H•(SO(k)) '
{

ΛR[a3, a5, . . . , a4n−1] k = 2n+ 1
ΛR[a3, a5, . . . , a4n−1, a

′
2n+1] k = 2n+ 2

(3.8)
where, as before, subscripts denote degrees (see, for instance, [Hat02, Theorem
3D.4]). As before,the pair (Spin(9), Spin(7)) is 14-connected and the maps



128 ACTION OF COMPACT GROUPS ON MULTISYMPLECTIC MANIFOLDS

Hi(Spin(9))→ Hi(Spin(7)) are isomorphisms for i ≤ 13. Hence Leray-Hirsch-
theorem holds and ϑ∗ω maps [ω15] to the generator a15 ∈ H15(Spin(9)) which is
necessarily non-zero.

In the case of SO(2n+ 1), the Leray-Hirsch theorem can not be applied since is
clear from equation (3.8) that SO(2n) has a class in degree 2n− 1 which does
not come from any class in SO(2n+ 1). In fact we have the following:

Proposition 3.3.6. Let ω2n be the volume form of S2n and N the north pole.
Let ϑN : SO(2n+ 1)→ S2n. Then ϑ∗N [ω2n] = 0.

Proof. Let i : SO(2n) ↪→ SO(2n+ 1) be the inclusion. According to equation
(3.8), cohomologies of SO(2n + 1) and SO(2n) are isomorphic up to degree
2n− 2 since their generators are isomorphic through i∗ up to the same degree.
Nevertheless, also i∗ : H2n(SO(2n + 1)) → H2n(SO(2n)) is an isomorphism
because the first different generator is a′2n−1 ∈ (SO(2n)) and it cannot produce
any element in degree 2n since the lowest degree generator has degree equal to
3.
Observe than that the class [i∗ϑ∗Nω2n] is the obstruction to the existence of
a homotopy comomentum map pertaining to the SO(2n)-action on S2n. We
know from Proposition 3.2.2, that this action admits a homotopy comomentum
map, i.e. [i∗ϑ∗Nω2n] = 0 ∈ H2n(SO(2n)). But as i∗ is an isomorphism, this
implies that [ϑ∗Nω2n] = 0 ∈ H2n(SO(2n+ 1)).

3.3.1 Explicit homotopy comomentum map for SO(n+ 1) on
Sn

Giving an explicit expression for a homotopy comomentum map of SO(n +
1)	Sn requires to find iteratively, for k ∈ (1, . . . , n−1) and for all p ∈ Λkso(n),
a primitive, denoted as fk(p), of the closed differential (n− k)-form

µk(p) = −fk−1(∂p)− ς(k)ι(vp)ω (3.9)

with f0 = 0 and satisfying the following constraint

fn(∂p) = −ς(k + 1)ιvpω . (3.10)

As H0(Sn) and Hn(Sn) are the only non-trivial cohomology groups, it is always
possible to find primitives of µk(p). The only thing that could fail, and actually
fails when n is odd, is the fulfilment of condition (3.10). In the latter case, it is
however possible to consider an extension of g to a suitable Lie-n algebra and
consider Lie-n homotopy comomentum maps instead of our notion of homotopy
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comomentum maps. (See [CFRZ16] or [MZ20] for the explicit construction in
the 2-plectic case. The latter applies to the action SO(4)	S3 in the situation
we are considering here.)

Instead of dealing with the analytical problem of finding explicit potentials for
the form µk(p), let us translate the problem in a more algebraic fashion focusing
on the particular structure of the Chevalley-Eilenberg complex of so(n).
In general, it is fairly easy to express the action of a homotopy comomentum
map on boundaries:
Lemma 3.3.7 (Homotopy comomentum maps on boundaries). Let v : g →
(M,ω) be a multisymplectic infinitesimal action.
Let F k : Bk(g) → Λk+1g such that ∂ ◦ F k = idBk , i.e. F k gives a choice of
representative of a primitive for every k-boundary of g.
Then, the function fk : Bk(g)→ Ωn−k(M) defined as

fk(p) = −ς(k + 1)ι(vFk(p))ω

satisfies equation (2.27) defining the k-th component for a homotopy comomen-
tum map of the infinitesimal action, for every boundary p.

Proof. It is a straightforward application of Lemma 2.1.10 together with the
multisymplecticity of the infinitesimal action:

dfk(p) = −ς(k + 1)dι(vFk(p))ω =

= −(−1)k+1ς(k + 1)ι(v∂Fk(p))ω =

=���
��−fk−1(∂p) − ς(k)ιvpω.

Remark 3.3.8. Note that the constraint given by equation (3.10) is precisely
the requirement that action on boundaries of the highest component fn of the
homotopy comomentum map (f) is independent from the choice of Fn.

In other words, finding the action of the component fk of the homotopy
comomentum map (f) on boundaries is tantamount to finding a function
F k : Bk(g)→ Λk+1g mapping a boundary p to a specific primitive q.
Note that this is nothing more than replacing the problem of finding a potential
of an exact differential form to the one of finding a primitive of a boundary in
the CE-complex.

It follows from the previous lemma that the k-th component of the homotopy
comomentum map is completely determined by its action on boundaries when
the k-th Chevalley-Eilenberg homology group vanishes:
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Corollary 3.3.9. Consider a Lie algebra with Hk(g) = 0 and fix a choice of
representatives F k and F k−1 as before. Then, the function fk : Λkg→ Ωn−k(M)
defined as

fk(q) = ς(k + 1)ι(vFk(Fk−1(∂q)−q))ω

satisfies equation (2.27) for every chain q ∈ Λkg.

Proof. Consider a function fk−1 defined by means of F k−1 according to the
previous lemma. For every cycle q ∈ Λkg we get

−fk−1(∂q)− ς(k)ιvqω = ς(k)[ι(vFk−1(∂q))− ι(vq)]ω =

= ς(k)ι(vr)ω

where r = (F k−1(∂q) − q) is closed, hence exact. Again from Lemma 2.1.10
follows that the right-hand side it is equal to

ς(k)ι(v∂Fk(r)ω) = ς(k)(−1)k+1dι(vFk(r))ω =

= dfk(q) .

An explicit construction of a homotopy comomentum map is generally more
delicate in presence of cycles that are not boundaries. Nevertheless, we
know from equation (3.8) that the first two homology group of so(n) are
trivial, therefore it is easy to give the first two components of the homotopy
comomentum map. From the linearity of fk, it is clear that we only need to give
its action on the standard basis of the finite-dimensional vector space so(n).
Remark 3.3.10 (Standard basis of so(n)). Recall that so(n) is the Lie sub-algebra
of gl(n,R) consisting of all skew-symmetric square matrices. A basis can be
constructed as follows:

B :=
{
Aab = (−1)1+a+b (Eab − Eba) | 1 ≤ a < b ≤ n

}
(3.11)

where Eab is the matrix with all entries equal to zero and entry (a, b) equal to
one.
The fundamental vector field of Aab associated to the linear action of SO(n) on
Rn reads as follows:

vAab =
∑
i,j

[Aab]ijxj∂i = (−1)1+a+b (xa∂b − xb∂a)
Using such a basis, the structure constants read as follows:
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[Aab, Acd] =(−1)(b+c+1)δbcAad + (−1)(a+d+1)δadAbc+

(−1)(d+b+1)δdbAac + (−1)(a+c+1)δcaAdb

in particular:
[Aka, Akb] = Aab ∀k 6= a, b . (3.12)

f1 for any SO(n). Since all 1-chains in the CE complex are automatically
cycles, H1(so(n)) = 0 implies that all elements of so(n) are boundaries.
Formula (3.12) suggests a natural choice for the function F 1 when acting on
elements of the standard basis:

F 1(Aab) = −
n∑
k=1

1
n− 2Aka ∧Akb . (3.13)

Therefore the first component of the homotopy comomentum map is given by

f1(Aab) = − ι(vF 1(Aab))ω =

= 1
n− 2

n∑
k=1

ι(vAkb)ι(vAka)ω .

Example 3.3.11. In the three-dimensional case, denoting the three generators of
so(3) as lx, ly, lz, namely

lx = A1 2 =

 0 1 0
−1 0 0
0 0 0

 ly = A1 3 =

0 0 −1
0 0 0
1 0 0

 lz = A2 3 =

0 0 0
0 0 1
0 −1 0

 ,

one gets

F 1(li) = −1
2

3∑
j,k=1

εijklj ∧ lk,

where εijk is the Levi-Civita symbol, and

f1(lz) = ι(vly∧lz )ω =

= j∗ι(E ∧ vly ∧ vlz )dx123.
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f2 for any SO(n). In this case there are two subsets of generators of Λ2so(n)
to consider: {

p = Aab ∧Acd
∂7−→ 0 for a, b, c, d different

q = Aja ∧Ajb
∂7−→ −Aab for j, a, b different

The elements of the first set are boundaries and a primitive can be given as
follows

F 2(Aab ∧Acd) = n− 2
4

(
F 1(Aab) ∧Acd −Aab ∧ F 1(Acd)

)
where F 1 is given again by equation (3.13). In the second case, we need to find
a primitive of

F 1(∂q)− q = −F 1(Aab)−Aja ∧Ajb =

= 1
n− 2

n∑
k=1

(Aka ∧Akb −Aja ∧Ajb) =

= 1
n− 2

n∑
k=1

∂(Aka ∧Ajb ∧Akj) =

= ∂

(
1

n− 2

n∑
k=1

(Aka ∧Ajb ∧Akj)
)

The last equality suggests the following choice

F 2(F 1(∂q)− q) =
(

1
n− 2

n∑
k=1

(Aka ∧Ajb ∧Akj)
)
.

Finally, one gets

f2(Aab ∧Acd) = n− 2
4

(
ι(vF 1(Aab)∧Acd)− ι(vAab∧F 1(Acd))

)
ω

f2(Aja ∧Ajb) = −1
n− 2

n∑
k=1

(
ι(vAka∧Ajb∧Akj )

)
ω.

3.3.2 Explicit homotopy comomentum map for G2 on (S6, φ)

We finish by providing a nice example of homotopy comomentum maps for
non-volume forms on spheres.
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Recall that G2 is a subgroup of SO(7) acting transitively and multisymplectically
on S6 with the standard volume. Therefore, according to Theorem 3.3.4, the
action G2	(S6, ω) admits a homotopy comomentum map.

This group can be explicitly defined as the subgroup of GL(7,R) preserving the
multisymplectic 3-form

φ = dx123 + dx145 + dx167 + dx246 − dx257 − dx356 − dx347, (3.14)

where x = (xi) are the standard coordinates on R7 and dxijk = dxi ∧ dxj ∧ dxk.
(See [Ibo01] for further remarks on G2-homogeneous multisymplectic forms and
[Bry06] for details on the G2-manifold S6).

Considering the multisymplectic structure j∗φ on S6, where j is the inclusion
of the sphere in R7, instead of the standard volume, it is possible to give an
explicit homotopy comomentum map for the action of G2:

Lemma 3.3.12. The action G2 � (S6, j∗φ) admits an equivariant homotopy
comomentum map given by:

fk : Λkg2 Ω2−k(M)

q
(−1)k−1

3 j∗
(
ιvq ιE φ

) ,

for (k = 1, 2), where E = xi∂i ∈ X(R7) is the Euler vector field.

Proof. It follows from Lemma 3.1.14, noting that ( 1
3 ιEφ) is a G2 invariant

primitive of φ in R3.





Chapter 4

Gauge transformations and
homotopy comomentum maps

A natural theme that arises when dealing with both symplectic and multisym-
plectic structures is to investigate what relationship exists between gauge-related
multisymplectic manifolds, i.e. manifolds endowed with multisymplectic forms
lying in the same cohomology class (see section 2.5 in chapter 2).

To date, no canonical correspondence between the L∞-algebras of observables of
two gauge related multisymplectic manifolds is known1.In this chapter, we will
exhibit a compatibility relation between those observables that are momenta
of corresponding homotopy moment maps (the higher analogues of a moment
map in the multisymplectic setting). Although this construction is essentially
algebraic in nature, it admits also a geometric interpretation when declined
to the particular case of pre-quantizable symplectic forms. For a symplectic
manifold (M,ω), a choice of prequantization circle bundle with connection
gives a Lie algebra embedding of the Poisson algebra of functions on M into
the invariant vector fields on the prequantization bundle. The latter form the
sections of a Lie algebroid over M , called Atiyah algebroid, which is isomorphic
to a central extension (TM ⊕ R)ω of the tangent bundle TM . Hence we obtain
a Lie algebra embedding

C∞(M)→ Γ((TM ⊕ R)ω), (4.1)

which we call prequantization map.
1Clearly they are not isomorphic as graded vector spaces. In particular, they differ in their

degree 0 component Ωn−1
ham(M,ω).

135
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Assume (M,ω) is endowed with a moment map for the action of some Lie group
G, whose corresponding comoment map we denote J∗ : g → C∞(M). Any
choice of α ∈ Ω1(M)G provides another G-invariant symplectic form ω + dα
(assuming this is non-degenerate), and α can be used to twist some of the
above data, obtaining in particular a moment map Jα for ω + dα. A geometric
argument shows that the following diagram commutes:

C∞(M)ω Γ(TM ⊕ R)ω

g

C∞(M)ω+dα Γ(TM ⊕ R)ω+dα

τα

J∗

J∗α

(4.2)

Here τα is the gauge transformation of the Atiyah algebroids induced by α, which,
in particular, is a Lie algebroid isomorphism. We interpret this commutativity
by saying that the twisting of the moment map by α is compatible with the
twisting of the Atiyah algebroid.
The prequantization bundle over (M,ω) exists only when [ω] satisfies an
integrality condition. Notice that the above Lie algebra embedding (4.1) and
the commutative diagram (4.2) make no reference to the prequantization bundle.
Indeed, one can check that they make sense and hold for any arbitrary symplectic
manifold (M,ω).

In this chapter, based on joint work with Marco Zambon [MZ21], we show that
the existence of the above Lie algebra embedding and commutative diagram
extends to the setting of higher geometry, i.e. replacing ω by a multisymplectic
(n + 1)-form (no integrality condition is required). In that case the Poisson
algebra of functions C∞(M) is replaced by a L∞-algebra [LM95][LS93], the
Atiyah Lie algebroid by the higher Courant algebroid TM ⊕ Λn−1T ∗M , and α
by an invariant n-form B.
Our previous discussion around diagram (4.2) provides some evidences that this
construction may be related to the higher analogue of geometric quantization
for integral multisymplectic forms.

Our main results are the following.

• In theorem 4.4.1 and corollary 4.4.3 we establish the existence of the
embedding for n ≤ 4. The method is based on the description of L∞-
algebras as suitable coderivations, and we expect the proof to extend to
the case of arbitrary n.
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• Building on this, in theorem 4.5.1, we establish that the higher version of
the above diagram (4.2) commutes, for n ≤ 4.

L∞(M,ω) L∞(TM ⊕ Λn−1T ∗M,ω)

g

L∞(M, ω̃) L∞(TM ⊕ Λn−1T ∗M, ω̃)

τB (4.3)

We relate our first result above with the literature. In the special case n = 2,
the Atiyah algebroid is an instance of Courant algebroid, and the embedding
was established by Rogers [Rog13, Theorem 7.1]. For arbitrary n the existence
of the embedding is stated by Sämann-Ritter in their preprint [RS15, Theorem
4.10.]. They provide a proof in which the embedding is constructed recursively,
but not all steps are worked out explicitly. They do not give a closed formula for
the embedding. For a different approach in the case of integral multisymplectic
forms, involving a choice of open cover on the manifold M , see Fiorenza-Rogers-
Schreiber [FRS14, §5].
Our second result above, to the best of our knowledge, has not been addressed
in the literature yet.
We expect to be able to extend both results above to arbitrary values of n. The
proof of theorem 4.5.1 suggests that theorem 4.4.1 can be extended by choosing
the coefficients there to depend suitably on the Bernoulli numbers, and in that
case theorem 4.5.1 would hold for all n as a consequence.

The outline of the chapter is as follows.
First, in section 4.1, we describe the possible motivation for studying the
commutation of a diagram like (4.3) coming from geometric quantization.
Then, we move to prepare the ground for delivering our explicit construction
for the embedding of the L∞-algebra associated to a multisymplectic manifold
into the L∞-algebra associated to the corresponding Vinogradov algebroid. Our
construction is based on the observation that both structures - when restricted
to a suitable subcomplex - can be seen as being generated by the same set of few
multibrackets. Accordingly, in section 4.2 we review again the construction of
the Rogers L∞-algebra of observable, discussed in section 2.3, with the language
of Nijenhuis–Richardson products.
In section 4.3 we present the notion of Vinogradov algebroid and of the
corresponding L∞-algebra working out certain recurrence properties of
multibrackets that are similar to what we found for the Rogers’ L∞-algebra of
observables.
In section 4.4 we reap the fruits of this preliminary work providing an
explicit expression of the sought embedding of the Rogers’ L∞-algebra into the
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Vinogradov’s one.
Finally, in section 4.5 we discuss the compatibility of the previous construction
under gauge transformations in presence of symmetries admitting homotopy
comomentum maps.

4.1 Geometric motivation: the symplectic case

In this section, we explain in detail the considerations on symplectic geometry
outlined in the first part of the introduction.
Remark 4.1.1. On the symplectic manifold (M,ω) we adopt the conventions
that ιXfω = −df and {f, g} = ω(Xf , Xg) (hence f 7→ Xf is a Lie algebra
morphism). To shorten the notation, we denote by C∞(M)ω the Lie algebra
(C∞(M), {·, ·}).

We first introduce in §4.1.1 the notion of "prequantization" needed to discuss
the geometric interpretation of the embedding (4.1) and the diagram (4.2). The
latter will be explained in §4.1.2 and §4.1.3. Finally, in §4.1.4 we provide some
motivation for the higher case.

4.1.1 Reminders on Atiyah algebroids and Prequantization

In this subsection, we succinctly review the language required to deliver a
geometric interpretation of the -purely algebraic- problem of ascertaining the
commutativity of diagram (4.2). We will need the notion of Atiyah algebroid
and prequantization. The former is a certain Lie algebroid uniquely associated
to any principal bundle and the latter is a construction involving S1-principal
bundles on certain symplectic manifolds.

Lie algebroids

Informally, Lie algebroids are infinite dimensional Lie algebras controlled by a
geometric data, namely, elements are sections of given vector bundle.

Definition 4.1.2 (Lie algebroid). We call Lie algebroid a triple (E, [·, ·]E , ρ)
consisting of

• a vector bundle π : E �M ;

• a Lie algebra structure [·, ·]E on the space of section Γ(E);
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• a vector bundle morphism ρ : E → TM (over the identity idM ), called
anchor ;

such that:

(a) ρ induces a Lie algebra morphism at the level of sections2

ρ : (Γ(E), [·, ·]E)→ (X(M), [·, ·]) ;

(b) [·, ·]E is compatible with the anchor in the sense of the Liebniz rule3:

[X, f Y ]E = (ρ(X)f) Y + f [X,Y ]E ∀f ∈ C∞(M); X,Y ∈ Γ(E) .

(ρ(X) in the above equation has to be interpreted as the unique derivation
on the associative commutative algebra C∞(M), with respect to the
point-wise product, associated to the smooth vector field ρ(X) ∈ X(M).)

Notation 4.1.3. If the anchor is a surjective map ρ : E � TM , the Lie algebroid
is said to be transitive.
Example 4.1.4 (Lie Algebras). Any Lie algebra g can be seen as a Lie algebroid
over a 0-dimensional manifold (i.e. a point) {∗}. In this sense, a Lie algebroid
is a "many points version" (see "horizontal categorification" [na20k]) of a Lie
algebra.
Example 4.1.5 (Tangent bundle). Given a manifold M , the corresponding
tangent bundle is Lie algebroid with anchor given by the identity bundle map.
Example 4.1.6 (Standard Lie algebroid). Given any smooth manifold M , the
vector bundle E = RM ⊕ TM together with the standard projection ρ : RM ⊕
TM � TM and the binary bracket

[·, ·] : Γ(TM ⊕ RM )⊗ Γ(TM ⊕ RM ) Γ(TM ⊕ RM )(
X1
f1

)
⊗
(
X2
f2

) (
[X1, X2]

LX1f2 −LX2f1

)
constitute a Lie algebroid called standard Lie algebroid.
Example 4.1.7 (ω-Twisted (standard) Lie algebroid). Consider a smooth
manifold M . Let be ω ∈ Ω2(M) a closed 2-form , i.e. the manifold (M,ω)
is a pre-1-plectic manifold. Then the vector bundle E = RM ⊕ TM together
with the standard projection ρ : RM ⊕ TM � TM and the binary bracket

[·, ·]ω : Γ(TM ⊕ RM )⊗ Γ(TM ⊕ RM ) Γ(TM ⊕ RM )(
X1
f1

)
⊗
(
X2
f2

) (
[X1, X2]

LX1f2 −LX2f1 − ω(X1, X2)

)
2Note that this condition follows directly from condition (b).
3Algebraically, it tells that [X, ·] is a derivation on the C∞(M)-module of sections Γ(E).
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constitute a Lie algebroid called ω-twisted (standard) Lie algebroid.

Principal connections and Atiyah algebroids

Given a finite dimensional Lie group G, consider a principal bundle G ↪→ P �
M . We denote by ξ̂ ∈ X(P ) the fundamental vector field of ξ ∈ g with respect
to the action R : G	P of the group on P from the right, namely

ξ̂

∣∣∣∣
p

:= d
d tRexp{tξ}(p)

∣∣∣∣
t=0

;

(c.f. remark 3.0.2). Le us recall the following two definitions:

Definition 4.1.8 (Connection of a Principal bundle). Given a G-principal
bundle G ↪→ P � M , we call a connection on P any g-valued differential
1-form θ ∈ Ω1(P, g) satisfying the two following property

• θ reproduces the fundamental vector fields, i.e. θ(ξ̂) = ξ;

• θ is G-equivariant: R∗gθ = Adg−1θ.

Definition 4.1.9 (Curvature 2-form). Given a connection θ ∈ Ω1(P, g), we call
curvature of θ the g-valued differential 2-form dA θ ∈ Ω2(P, g) such that

dA θ(v1, v2) = d θ(v1, v2) + [θ(v1), θ(v2)] ∀vi ∈ X(P ) .

The connection θ is said flat if dA θ = 0.

Principal connections are special cases of Ehresmann connections:
Reminder 4.1.10 (Ehresmann connections). Let π : E →M be a smooth fibre
bundle. Consider the tangent bundle τ : TE → E. One can introduce the
unique vertical bundle V := ker(dπ : TE → TM) where dπ is the differential
of the smooth map π (the tangent map Tπ). V is a subbundle of TE whose
fibres Ve = Te(Eπ(e)) consist of vectors on TE which are tangent to the fibres
of E.
An Ehresmann connection of E is any smooth subbundle H of E such that

TE = H ⊕ V .

Consider now a principal bundle π : P → M with connection encoded by a
1-form θ as in definition 4.1.8. The subbundle Hθ := ker(θ) defines a invariant
Ehresmann connection on P corresponding by θ. Hence TP = ker(θ)⊕ ker(dπ).
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Reminder 4.1.11 (Horizontal lifts). Let be π : P → M a vector bundle and
consider an Ehresmann connection encoded by an horizontal subbundle H of
P . Vector fields on P decompose uniquely in a vertical and a horizontal part.
Given a vector field X ∈ X(M), we call the horizontal lift of X the unique
(horizontal) vector field XH ∈ X(P ) such that the following diagram commutes
in the category of smooth manifolds:

P H TP

M TM

XH

π
dπ

X

.

Consider a G-principal bundle G ↪→ P � M , denoted simply as π : P → M .
The action R : G	P is free and proper, therefore, there is a well-defined
quotient. The same property holds for the lift of the action R to G	TP . In
other words, we have the following commutative diagram in the category of
smooth manifold

TP TM

G

P M ,

dπ

τP τM

π

where the vertical arrows τP and τM denote the canonical fibrations of the
tangent bundles over their corresponding base manifolds. Observe that, while
the lower horizontal line is a G-principal bundles, the upper one never inherits
the structure of G-principal bundle since the Lie group does not act transitively
on the fibers of dπ.
This justify the following definition:

Definition 4.1.12 (Atiyah algebroid). Given a G-principal bundle π : P →M ,
we call Atiyah algebroid the Lie algebroid obtained by taking the quotient, with
respect of G, of the tangent bundle τP : TP → P . Namely, it is given by the
vector bundle

AP ∼=
TP

G

P

G
∼= M

τP ,

whose sections correspond to G-invariant vector fields over P , i.e. Γ(AP ) ∼=
X(P )G, together with the restriction of the standard Lie bracket on X(P ) to
G-invariant vector fields and with anchor given by dπ : TP → TM .

The upshot is that Atiyah algebroids are certain Lie algebroids naturally
associated to principal bundles.
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The following lemma gives another characterization of the Atiyah algebroid that
will be used in the following.
Lemma 4.1.13 (Atiyah exact sequence ([Ati57, Thm.1])). Given a principal
bundle π : P →M , its corresponding Atiyah algebroid AP fits in a short exact
sequence in the category of Lie algebroids:

0 P ×G g AP TM 0dπ

where P ×G g is the adjoint bundle of P , i.e. the vector bundle (P × g)/ ∼
where (p, adgξ) ∼ (Rg(p), ξ) (see [KSM93, §17.6.]).

Prequantization

In this subsection we concisely review some basic notions related to geometric
quantization, tailored to our needs (see [Kos70, Sou66] for the original articles
or [Woo97, Bry93, Car18] for a more recent review), in a finite dimensional
environment.

Let (M,ω) be a connected symplectic manifold.
Definition 4.1.14 (Prequantum bundle). We call a prequantum bundle of the
symplectic manifold (M,ω) the pair (P, ω) consisting of a S1-principal bundle

S1 ↪→ P �M ,

together with a connection θ ∈ Ω1(P, g) ∼= Ω1(P ) such that

π∗ω = d θ

where π : P →M denotes the fibre projection encoding P .
A prequantum bundle (P, θ) is also called a prequantization of (M,ω). When
a given symplectic manifold admits a prequantum bundle it is said to be
prequantizable.

Not all symplectic manifolds admit a prequantum bundle. The following
celebrated theorem provides a cohomological condition to the existence of a
prequantization.
Theorem 4.1.15 (Weyl-Kostant integrality condition (see [Kos70] or [Woo97,
Thm. 8.3.1])). Consider a symplectic structure ω on the connected manifold M .
The symplectic manifold (M,ω) is "prequantizable" (in the sense of definition
4.1.14) if and only if 1

2π [ω] is an integral class, i.e. it lies in the image of the
mapping

H2
sing(M,Z) H2

sing(M,R) H2
dR(M) .∼
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Remark 4.1.16 (Connections on circle bundles). Specializing definition 4.1.8 to
the case of circle bundles, like in definition 4.1.14, has the following implications:

• since g ∼= R, the connection is an honest 1-form θ ∈ Ω1(P );

• since g is generated by 1 ∈ R, one has that θ(v1) = 1 ∈ R where v1 denotes
the fundamental vector field of the generator 1;

• recalling that S1 ∼= U(1) and g∗ ∼= R, it results that Ad∗g = id for any
g ∈ S1. Therefore R∗gθ = θ, i.e. θ is S1-invariant.

Notation 4.1.17. We denote by E ∈ X(P ) the fundamental vector field,
pertaining to the action of the 1-dimensional group S1 on P , corresponding to
generator 1.

Once one fixes a "preferred" differential form, it is natural to select the class of
smooth maps that preserve such a structure.

Definition 4.1.18 (Infinitesimal quantomorphisms). Consider a prequantum
bundle (P, θ) of (M,ω). We call an infinitesimal quantomorphism any vector
field on P preserving the connection θ. We denote by

Q(P, θ) := {Y ∈ X(P ) | LY θ = 0}

the Lie subalgebra of X(P ) consisting of infinitesimal quantomorphisms.

Lemma 4.1.19 ([Vau14, §2.2]). Consider a prequantum bundle (P, θ). The
infinitesimal quantomorphisms are automatically S1-invariant, i.e.

Q(P, θ) ⊂ X(P )S
1
.

Proof. Consider E ∈ X(P ), the generator of the action of S1 on P . Notice
that E is determined by θ being the unique vector fields such that ιEθ = 1
and ιE d θ = 0. Hence if X ∈ X(P ) preserves θ, then it will preserve E too.
More precisely, let be X ∈ X(P ) such that LXθ = 0. One has that [X,E] is an
horizontal vector field since

ι[X,E]θ = LXιEθ − ιELXθ = 0 ,

hence [X,E] is projectable and completely determined by its projection onto
M . Similarly, one has that ι[X,E] d θ = 0. Noticing that

ι[X,E] d θ = ι[X,E]π
∗ω = ιπ∗[X,E]ω ,

the non-degeneracy of ω implies [X,E] = LEX = 0 for any X ∈ Q(P, θ).
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Assume that 1
2π [ω] is an integral class and fix a prequantization circle bundle

P →M . As above, we denote by E ∈ X(P ) the unique infinitesimal generator
pertaining to the action of the 1-dimensional group S1 and by Hθ := ker(θ) the
invariant Ehresmann connection on P corresponding by θ. It is known that a
prequantization provides a Lie algebra isomorphism between the observables
Poisson algebras and the infinitesimal quantomorphisms.

Lemma 4.1.20 (Kostant [Kos70] (see also [Vau14, Thm. 2.8])). Consider a
prequantizable presymplectic manifold (M,ω), let be (P, θ) a prequantum bundle.
One has a Lie algebra isomorphism

Preqθ : C∞(M)ω Q(P, θ)
f XHθ

f + (π∗f) · E

∼
, (4.4)

where XHθ denotes the horizontal lift of a vector field X on M using the
Ehresmann connection Hθ (see reminder 4.1.10 and 4.1.11) and π∗f ∈ C∞(P )
is the pullback of f along π : P →M .

The Lie algebra isomorphism Preqθ is the first ingredient to realize the map
(4.1) anticipated in the introduction of this chapter.
Remark 4.1.21. In the definition of Preqθ is implied the commutation of the
following diagram in the category of Lie algebras:

C∞(M)ω Q(P, θ)

X(M)

Preqθ
∼

X•
π∗

. (4.5)

Notice that the vertical map has a one-dimensional kernel given by the constant
functions on M , i.e. ker(X•) = R. Hence the same holds for the map π∗ in the
diagram giving the pushforward of projectable vector fields via π, i.e

Preqθ(ker(X•)) = ker(π∗|Q(P,θ)) ,

where the right-hand side consists of vertical vector fields preserving θ, i.e.
elements of ker(π∗|Q(P,θ)) are constant multiples of E.
Remark 4.1.22 (About the Quantum name). We briefly explain why the term
"quantum" appears in this context.
Associating a prequantum bundle to a prequantizable symplectic manifold is
the first step of a 3-step procedure called "geometric quantization (scheme)"
essentially due to Kostant, Kirillov and Souriau (KKS).
Roughly, a "quantization scheme" is procedure to associate to any symplectic
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manifold (prequantizable in some sense), taken together with the corresponding
Poisson algebra of observables (C∞(M), {·, ·}), a Hilbert C-vector space H,
taken together with the algebra of self-adjoint operators on H.
If one understands states of a classical mechanical system as points on a (finite
dimensional) manifold M , the corresponding "quantum" states will be vectors
of an (infinite dimensional) complex vector spaces Hwith unitary norm. The
keypoint is the linearity of H. This property provides a framework making
possible to encompass the phenomenon of "superposition of states". In particular,
given ϕ ∈ H, the vectors eiλϕ represents the same "physical state" for any λ ∈ R.
Once this point is clear, the reason why we have named "prequantization" the
act of associating a S1-bundle P over M should begin to emerge. Intuitively, a
S1 bundle over M is the attachment of a 1-dimensional circle to any classical
state p ∈M . On the other hand, it is well-known that S1 is diffeomorphic to
the unitary circle in the complex plane C, i.e. the Lie group U(1). Hence points
in P can be seen as classical states taken together with a certain phase factor
eiλ ∈ C.
Nevertheless, being P a generic smooth manifold, is not yet the sought linear
space. According to the (KKS) procedure, the prequantum Hilbert space is
represented by a certain subclass of complex-valued smooth function over
P . Furthermore, being possible to regard vector fields on P as derivations
C∞(P ) → C∞(P ), the images of the morphism given in equation (4.4) can
be seen as prequantum versions of the classical observables of C∞(M), hence
the name "prequantization map"4. We do not insist here on further details
and we refer the interested reader to the fundamental manuals of geometric
quantization [Bry93] and [Woo97]. We only stress that what we loosely described
here are quantization schemes for ordinary, i.e. point-like, mechanical systems.
The mathematical foundation of quantization procedures for ∞-dimensional
mechanical systems, i.e. field theories, is still largely incomplete.

4.1.2 Embedding of the observables in the Atiyah algebroid

In this subsection we derive the map (4.1). The material reviewed here can be
found also in [Rog13, §2].

Consider again a principal circle bundle π : P → M . According to definition
4.1.12, the corresponding Atiyah Lie algebroid AP is the transitive Lie algebroid
over M with space of sections given by X(P )S1 , the invariant vector fields on
P , and anchor given by π∗.

4We mention that the prequantization procedure could be equivalently expressed in terms
of 1-dimensional Hermitian bundles and integrable sections, see for instance [WZ05, §1.1].



146 GAUGE TRANSFORMATIONS AND HOMOTOPY COMOMENTUM MAPS

Lemma 4.1.13 says that AP fits in a short exact sequence of Lie algebroids

0 R AP TM 0

where R denotes the trivial rank-1 bundle5 over M (a bundle of Abelian Lie
algebras, with the constant section 1 mapping to E ∈ Γ(AP )) and the second
map is the anchor. A principal connection θ on P provides a linear splitting of
the above short exact sequence.

Lemma 4.1.23 (TM ⊕ R is isomorphic to AP ). Let be π : P → M a S1-
principal bundle. Consider a connection 1-form θ. There is an isomorphism of
vector bundles

σθ : TM ⊕ R AP(v
c
)

vHθ + c · E

∼
,

where the superscript Hθ denotes the horizontal lift on vectors and E is the
fundamental vector field of the generator 1 in the Lie algebra of S1.

Remark 4.1.24 (Recovering the standard ω-twisted Lie algebroid). Considering
the inverse of the isomorphism σθ introduced in lemma 4.1.23, one can pull
back the Lie algebroid structure from AP to TM ⊕ R. As a result, we obtain
the Lie algebroid (TM ⊕ R)ω, with anchor map given by the first projection
onto TM and Lie bracket on sections given by:[(

X
f

)
,
(
Y
g

)]
ω

:= σ−1
θ

([
σθ

(
X
f

)
, σθ

(
Y
g

)])
=

=
(

[X,Y ]
X(g)− Y (f) + ιXιY ω

)
.

To prove the last equality, observe that

[XHθ + (π∗f)E, Y Hθ + (π∗g)E] =

= [XHθ , Y Hθ ] + [(π∗f)E, Y Hθ ] + [XHθ , (π∗g)E] +(((((
((([(π∗f)E, (π∗g)E] =

= [XHθ , Y Hθ ] +(((((
(((π∗f)[E, Y Hθ ] +(((((

(((π∗g)[XHθ , E] + (−LY Hθ (π∗f) + LXHθ (π∗g))E =

= [XHθ , Y Hθ ] + π∗ (X(g)− Y (f))E

where the first cancellation occurs because E is vertical and π∗f and π∗g are
constant along the fibres, and the second one follows from π∗([XHθ , E]) =
θ([XHθ , E]) = 0. The claim is proved by noticing that

[XHθ , Y Hθ ] = [X,Y ]Hθ + π∗(ιXιY ω)E
5This is usually denoted as RM , we are employing a short-hand notation here.
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since
θ([XHθ , Y Hθ ] = LXHθ��

�ιY Hθ θ − ιY Hθ ιXHθ d θ + ιY Hθ d���ιXHθ θ =

= − ιY Hθ ιXHθπ∗ω =

= − π∗(−ιY ιXω)
and

π∗[XHθ , Y Hθ ] = [X,Y ] .

The upshot is that σθ is a Lie algebroid isomorphism (TM ⊕ R)ω ∼= AP
between the standard ω-twisted Lie algebroid (see example 4.1.7) and the
Atiyah algebroid of the S1-principal bundle.

Finally, noticing that Q(P, θ) ⊂ X(P )S1 = Γ(AP ), we conclude that the sought
embedding (see equation 4.1) can be obtained by composing6 Preqθ and σ−1

θ .
Proposition 4.1.25 (The Poisson algebra embeds into the sections of
(TM ⊕ R)ω). Let be (M,ω) a prequantizable symplectic manifold.Consider the
ω-twisted standard Lie algebroid (TM ⊕ R)ω. The Lie algebra morphism Ψ
obtained by the composition of the maps introduced in lemmas 4.1.20, 4.1.19
and 4.1.23, i.e. the map obtained from the following diagram

C∞(M)ω Γ(TM ⊕ R)ω

Q(P, θ) Γ(AP )

∼
Preq

θ

Ψ

∼
σ
−1
θ

,

is the Lie algebra embedding (4.1) appearing in the introduction.
Namely one has:

Ψ: C∞(M)ω Γ(TM ⊕ R)ω

f

(
Xf

f

)
, (4.6)

where Xf denotes the Hamiltonian vector field pertaining to f .

For the rest of this section, we will simply denote Ψ as

σ−1
θ ◦ Preqθ : C∞(M)ω → Γ(TM ⊕ R)ω .

Remark 4.1.26 (Independence from the choice of prequantization). We point
out that the above expression (4.6) is a Lie algebra embedding even when ω
does not satisfy the integrality condition. Furthermore, it does not depend on
the connection θ implied by the prequantization procedure.

6We will tend, with a slight abuse of notation, to regard the map Preqθ introduced in
equation (4.4) as a morphism C∞(M)ω → X(P )S1 .
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4.1.3 Commutativity after twisting

In this subsection we show, by geometric arguments, the commutativity of the
diagram (4.2) from the introduction.

Assume we have an action of a Lie group G on M , and denote by v : g→ X(M)
the corresponding infinitesimal action (a Lie algebra morphism). Assume the
existence of an equivariant moment map

J : M → g∗.

This means that J satisfies ιvxω = −d(J∗(x)) (i.e. vx = XJ∗(x)) and that
J∗ : g→ C∞(M)ω is a Lie algebra morphism7 (see reminder 2.4.5 in chapter 2).

Therefore, diagram (4.5) is extended to

C∞(M)ω Q(P, θ)

g X(M)

∼
Preqθ

X• π∗

v•

J∗ (4.7)

In particular, we obtain a Lie algebra morphism

L0 := Preqθ ◦J∗ : g Q(P, θ)
x vHθx + ((π∗J∗)(x)) · E

, (4.8)

lifting the infinitesimal action in the sense of the commutativity of the following
diagram in the category of Lie algebras

Q(P, θ)

g X(M)

π∗

v•

L0 .

Twisting by an invariant one-form

Notice that the difference between any two connection 1-forms on the circle
bundle π : P →M is basic, i.e. is the pullback of a 1-form on M .
Now we take α ∈ Ω1(M)G and use it to twist some of the above data, keeping

7This is equivalent to infinitesimal equivariance, i.e. LvyJ∗(x) = J∗([y, x]).
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the G-action fixed: ω + dα is an invariant symplectic form on M (assuming it
is non-degenerate), with moment map Jα determined by8

J∗α : g C∞(M)ω+dα
x 7→ J∗(x) + ιvxα

. (4.9)

Furthermore, a prequantization of the symplectic manifold (M,ω+ dα) is given
by the same circle bundle P but with connection θ + π∗α.

We can repeat the procedure outlined above (see in particular equation (4.8)),
obtaining a Lie algebra morphism Lα : g→ Q(P, θ+π∗α) lifting the infinitesimal
action. Since α is G-invariant, any lift to P of a generator vx preserves π∗α,
hence we can view both L0 and Lα as maps

g→ Q(P, θ) ∩Q(P, θ + π∗α)

which are Lie algebra morphisms lifting the infinitesimal action. There are “few”
such Lie algebra morphisms. (They are in bijection with moment maps for
(M,ω), by diagram (4.7); if H1(g) = 0 then the moment map is unique [CdS01,
Theorem 26.5].) Hence the following is not a surprise.

Proposition 4.1.27. The Lie algebra morphisms L0 and Lα coincide.

Proof. Fix x ∈ g and write fx := J∗(x). We have to show that L0(x) = Lα(x),
i.e.

vHθx + (π∗fx) · E = v
Hθ+π∗α
x + π∗(fx + ιvxα) · E .

We do so decomposing TP as Hθ ⊕ RE. Since both the left-hand side and
the right-hand side π-project to the same vector field (namely vx), we have to
check that we obtain the same function applying θ to both vector fields. This
is indeed the case, since applying θ to the vector field on the right we obtain

π∗(fx + ιvxα)− (π∗α)(vHθ+π∗αx ) = π∗fx.

We can also repeat the construction of §4.1.2 using the connection θ + π∗α,
yielding a Lie algebroid isomorphism

σθ+π∗α : (TM ⊕ R)ω+dα ∼= AP .

8Indeed it can be checked easily that ιvx (ω+dα) = −d(J∗(x)+ιvxα) using the G-invariance
of α (expressed as Lvxα = 0 for all x ∈ g).
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The composition (σθ+π∗α)−1 ◦ σθ reads

τα : (TM ⊕ R)ω (TM ⊕ R)ω+dα(v
c
) (

v
c+ ιvα

)∼

(4.10)

and is often referred to as gauge transformation.

Commutativity

We end up with the following commutative diagram

C∞(M)ω Γ(TM ⊕ R)ω

g X(P )S1

C∞(M)ω+dα Γ(TM ⊕ R)ω+dα

Preqθ

τα

J∗α

J∗
σ−1
θ

σ−1
θ+π∗α

Preqθ+π∗α

where the left square commutes by proposition 4.1.27 and the right one by the
very definition of τα (see equation (4.10)).

As we emphasized in remark 4.1.26, the composition σ−1
θ ◦ Preqθ : C∞(M)ω →

Γ(TM ⊕ R)ω does not depend on θ. Hence, after removing X(P )S1 from the
above diagram, we obtain a commutative diagram that makes no reference to
the prequantization bundle P :

C∞(M)ω Γ(TM ⊕ R)ω

g

C∞(M)ω+dα Γ(TM ⊕ R)ω+dα

τα

J∗

J∗α

(4.11)

Remark 4.1.28. For a given α, in general, there is no linear map C∞(M)ω →
C∞(M)ω+dα making the left part of diagram (4.11) commute. Indeed such a
map exists if, and only if, for all f ∈ C∞(M) we have

Xω
f = Xω+dα

f+ιXω
f
α

where Xν
g denotes the Hamiltonian vector field pertaining to the function g

with respect to the symplectic form ν. The latter is equivalent to say that
LXω

f
α = 0. This explains why it is necessary to consider moment maps for a

α-preserving action.
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Remark 4.1.29. Diagram (4.11) commutes for any symplectic form ω, even for
those that do not satisfy the integrality condition and therefore do not admit
a prequantization bundle. This is immediate using the explicit expressions
for the maps involved in eq. (4.6), (4.9) and (4.10). The discussion of this
subsection – in particular proposition 4.1.27 – provides a geometric argument
for the commutativity of diagram (4.11) in the integral case.

4.1.4 Motivation for the higher case

In the rest of this chapter we will consider a multisymplectic form ω, and show
that the higher analogue of diagram (4.11) commutes too. This provides some
evidence that, in the integral case, one can expect a global geometric picture
(higher prequantization) as the one we outlined for the symplectic case in the
previous section.

We first address §4.1.2. In the integral case the analogue of the prequantization
map Preqθ of eq. (4.4) was already established for all n in Fiorenza-Rogers-
Schreiber [FRS14, Thm. 4.6]; there however the higher prequantization bundle
is described by means of an open cover on the manifold M . For n = 2, the
analogue of the prequantization map was established on a higher prequantization
bundle that admits a global description (without choosing a cover) in Krepski-
Vaughan [KV20, §5.1] – but not as an L∞-algebra morphism – and later in
Sevestre-Wurzbacher [SW20, Thm. 3.5]. See [KV20, Remark 5.2] and [SW20,
Rem. 3.6] for a comparison. For the fact that “higher Atiyah algebroids” (also
known as Vinogradov algebroids) can be obtained from S1-gerbes and higher
analogues, see [Gua03, §2.3].

4.2 Algebraic Properties of Rogers’ L∞-algebra

In this section, we review again the construction of the L∞-algebra of observables
introduced by Rogers, focusing on its presentation in terms of symmetric
multibrackets (L∞[1]-algebra, c.f. definition 1.2.11). Namely, we establish
certain relations between the multibrackets of different degrees. We do so by
means of concise computations using the Nijenhuis–Richardson operation J
introduced in eq. (1.24).

In sections 4.3 and 4.4, these relations will be necessary to relate L∞(M,ω)
with the L∞-algebra associated to the corresponding "higher Courant algebroid"
(more precisely they will be used to make explicit the expression (4.36) appearing
in proposition 4.4.5).
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4.2.1 Rogers’L∞[1]-algebra

Let (M,ω) be an n-plectic manifold, denote by L∞(M,ω) := (L, {lk}) the
associated L∞-algebra prescribed by the Rogers’ construction9. In order to
understand the relationship of L∞(M,ω) with the Vinogradov’s L∞ structure
(see section 4.3.1), it will be more convenient to consider the graded vector
space A given by the following components

Ai :=


{(
X
α

)
∈ X(M)⊕ Ωn−1(M)

∣∣∣ ιXω = −dα
}

if i = 0
Ωn+i−1(M) if 1− n ≤ i ≤ −1
0 otherwise .

(4.12)
Remark 4.2.1. Observe that the graded vector space A coincides with the
graded vector space

Ham∞(M,ω) := Hamn−1(M,ω)⊕Tr0(Ω(M)[n− 1])

mani introduced in remark 2.3.13. Accordingly, A0 = Hamn−1(M,ω) consists
of all the Hamiltonian pairs pertaining to ω, i.e. Hamiltonian forms together
with their corresponding Hamiltonian vector field.

When ω is n-plectic, A ∼= L as graded vector spaces. Let us denote πk the
pullback of `k from L to A along the isomorphism acting as the projection
A0 � Ωn−1

ham(M,ω) in degree 0 and as the identity in other degrees. Being ω
non-degenerate, the latter projection is in particular bijective. We will denote
as M its inverse, given, in degree 0, by mapping Hamiltonian forms into the
corresponding Hamiltonian pairs. Namely, the map acts like the identity in
degrees lesser than 0 and by

( )M : L0 = Ωn−1
ham(M,ω) A0 ⊂ X(M)⊕ Ωn−1(M)
α

(
vα
α

) , (4.13)

in degree 0. Accordingly we will also denote (Ωn−1
ham(M,ω))∆ = A0.

For the sake of clarity, we reiterate the explicit expression for the higher
observables multibrackets in this slightly different setting. Denoting by v = f⊕e
a generic element in A, where f ∈

⊕n−2
k=0 Ωk(M) and e =

(
X
α

)
∈ A0, the unary

9Notice the small change of notation: in chapter 1 we denoted the k-ary multibrackets as
[· · · ]k.



ALGEBRAIC PROPERTIES OF ROGERS’ L∞-ALGEBRA 153

multibracket reads as the following linear map 10

π1 : A A

f ⊕
(
X
α

)
d f

;

and all the other non-trivial k-multibrackets (2 ≤ k ≤ n+1) result in :

πk : A⊗k A

e1 ⊗ · · · ⊗ ek ς(k)ι(X1 ∧ · · · ∧Xk)ω
.

Recall that, given a graded vector space A, an L∞[1]-algebra structure on A[1]
is equivalent to a L∞-algebra structure on A, via the décalage isomorphism
(see equation (1.5)), reading in the present case as follows

dec: (∧nA)[n] �n(A[1])
(u1 ∧ · · · ∧ un)[n] u1[1] · · ·un[1] · (−1)(n−1)|u1|+···+2|un−2|+|un−1|

∼

(4.14)
where u1, . . . , un ∈ A are homogeneous vectors nd |ui| denote the degrees of
ui ∈ A.
We denote by (A[1], {πk}) the L∞[1]-algebra corresponding to Rogers’ Lie
infinity algebra on A.

4.2.2 Properties of Rogers’ L∞[1]-algebra

We consider now the L∞[1]-algebra (A[1], {πk}). The crucial property is
that, whatever the degree of the multisymplectic form ω considered on M , all
Rogers’ multibrackets can be expressed as combination of the three lowest arity
multibrackets together with the following auxiliary operators:
Definition 4.2.2 (Symmetric and skew-symmetric Pairings 〈·, ·〉±). Let be M
a smooth manifold and n ∈ Z a fixed integer. Consider the graded vector space

Ṽ := X(M)⊕ (Ω(M)[n]) . (4.15)
We call symmetric (resp. skew-symmetric) pairing the, degree −1, binary
brackets 〈·, ·〉+ ∈M sym(Ṽ) (resp. 〈·, ·〉− ∈M skew(Ṽ)) defined as

〈·, ·〉± : Ṽ ⊗ Ṽ Ṽ

(x1 + f1, x2 + f2) 1
2(ιx1f2 ± ιx2f1)

10To be completely consistent with the framework introduced in section 1.1, we should
replace A with A⊕. Here we are choosing to lighten that notation. Everything should be
clear from the context.
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for any xi ∈ X(M) and fi ∈ Ω(M).

Remark 4.2.3. In the following, we will be mostly interested in the restriction of
〈·, ·〉− to the graded subspaces A (or to V, that is a truncation of Ṽ, see §4.3.1
below). This determines a graded skew-symmetric bilinear map A ⊗A → A

of degree −1. Namely, for any fi ∈
⊕n−2

k=0 Ωk(M) and ei =
(
Xi
αi

)
∈ A0, the

pairing reads as follows〈
f1 ⊕

(
X1
α1

)
, f2 ⊕

(
X2
α2

)〉
±

= 1
2(ιX1(α2 + f2)− ιX2(α1 + f1))⊕

(
0
0
)
. (4.16)

In turn, the latter defines by décalage a degree zero map S2(A[1]) → A[1]
which we denote by 〈·, ·〉. Observe that, for any

(
Xi
αi

)
[1]
∈ (A[1])−1 = A0, one

has 〈(
X1
α1

)
[1]
,
(
X2
α2

)
[1]

〉
=
(
ιX1α2 + (−)|X2[1]||α1[1]|ιX2α1

)
=

= (ιX1α2 − ιX2α1) =

=
(〈(

X1
α1

)
,
(
X2
α2

)〉
−

)
[1]

.

This map vanishes if both entries of A[1] lie in degrees ≤ −2. By extending
trivially we obtain a map 〈·, ·〉 : S≥1(A[1])→ A[1].

According to the next lemma, the whole Rogers’ L∞[1] structure on A is
completely generated by the following four multibrackets {〈·, ·〉,π1,π2,π3}:

Lemma 4.2.4 (Higher Rogers multibrackets recursive formula).

[〈·, ·〉,πk−1]J = k

2 πk ∀k ≥ 4

where C and J denote respectively the Nijenhuis–Richardson product of graded
skew-symmetric and graded symmetric multibrackets introduced in section 1.1.3
(see appendix B for all the details).

We observe that π3 can be expressed in terms of π2 too, see the proof of Lemma
4.2.8.

Proof. Inspecting elements ei = fi +
(
Xi
αi

)
∈ A one gets

πk(e1, . . . , ek) = ς(k)ω(X1, . . . , Xk) =
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= ς(k)
∑

σ∈unsh(k−1,1)

1
k
ιXσkω(Xσ1 , . . . , Xσk−1) =

=
(
ς(k)ς(k − 1)

k

) ∑
σ∈unsh(k−1,1)

ιXσk πk−1(eσ1 , . . . , eσk−1) =

= −2
k

(−)k
∑

σ∈unsh(k−1,1)

〈
πk−1(eσ1 , . . . , eσk−1), eσk

〉
−

=

= −2
k

(−)k(−)|πk−1| 〈·, ·〉− Cπk−1(e1, . . . ek) =

= 2
k
〈·, ·〉− Cπk−1(e1, . . . ek)

The claim follows after décalage.

The upshot is that the the graded subalgebra of Msym(A[1]) generated by the
Rogers multibrackets is isomorphic to the subalgebra generated by π1,π2,π3
together with the pairing 〈·, ·〉 11.
All possible multibrackets generated by {π1,π2,π3, 〈·, ·〉} can be reconstructed
from the L∞-algebra axioms and by working out the iterated commutators of
powers 〈·, ·〉J l with πk.

We now proceed to compute some of this commutators in some relevant cases.
Remark 4.2.5. a) πk with k ≥ 2 is non-zero only when evaluated on degree 0
elements, hence

[〈·, ·〉,πk]J = 〈·, ·〉Jπk.

b) We carry out many of the proofs in terms of the multilinear maps π on A,
rather than using the corresponding graded-symmetric maps π on A[1]. This
is possible thanks to the graded algebra isomorphism given by the Décalage
(1.22), and it is convenient because it allows us to apply the identities of Cartan
calculus easily.

c) In this section, we will sometimes make use of the symmetric pairing 〈·, ·〉+ :
V ⊗V →V, which is defined analogously to 〈·, ·〉− in eq. (4.16) but replacing
the minus sign there with a plus sign.
Proposition 4.2.6 (Commutators of arity 3).

[〈·, ·〉,π2]J = [〈·, ·〉, [〈·, ·〉,π1]J]J
11The same property could also be expressed in term of the C product in the spaces M(V )

of multilinear maps without any symmetry. In that terms, one can see that are sufficient the
three generators π1, π2 and (〈·, ·〉+ + 〈·, ·〉−) to generate the entire L∞-structure.
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We point out that the computations in the proof below are similar to – but
more concise than – those found in [Rog13, Lemmas 7.2, 7.3 7.4].

Proof. First note by inspecting on elements ei = fi +
(
Xi
αi

)
∈ A that:

2
(
〈·, ·〉− Cπ2

)
(e1, e2, e3) = ι[X1,X2]e3 − ω(X1, X2, X3) + (cyc.)

where (cyc.) denotes sum on all cyclic permutations. Using Cartan’s magic
formula twice:

ι[X1,X2]e3 + (cyc.) =

= LX1ιX2e3 − ιX2LX1e3 + (cyc.) =

= (ιX1d+ dιX1)ιX2e3 − ιX2(dιX1 + ιX1d)e3 + (cyc.) = (4.17)

= dιX1ιX2e3 + ιX1dιX2e3 − ιX2dιX1e3 + ιX2ιX1ιX3ω − ιX2ιX1µ1e3 + (cyc.) =

= (µ1ιX1ιX2e3) + (ιX1µ1ιX2e3 − ιX2µ1ιX1e3)− (ιX2ιX1µ1e3) + ω(X1, X2, X3) + (cyc.)

where, in the penultimate equation, is employed that:

d e3 = d(α3 + f3) = −ιX3ω + µ1e3 .

The first three terms on the r.h.s. of equation (4.17) can be recast as follows:

µ1ιX1ιX2e3 + (cyc.) = µ1ιX3ιX1e2 + (cyc.) =

= µ1ιX3(〈e1, e2〉+ + 〈e1, e2〉−) + (cyc.) =

= −2µ1〈(〈e1, e2〉+ + 〈e1, e2〉−), e3〉− + (cyc.) =

= 2µ1 〈·, ·〉− C(��
�〈·, ·〉+ + 〈·, ·〉−)(e1, e2, e3) =

= 2
(
µ1 〈·, ·〉− C 〈·, ·〉−

)
(e1, e2, e3) =

ιX1µ1ιX2e3 − ιX2µ1ιX1e3 + (cyc.) = ιX3µ1ιX1e2 − ιX3µ1ιX2e1 + (cyc.) =

= 2ιX3µ1〈e1, e2〉− + (cyc.) =

= −4〈µ1〈e1, e2〉−, e3〉− + (cyc.) =

= −4
(
〈·, ·〉− Cµ1 C 〈·, ·〉−

)
(e1, e2, e3)
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−ιX2ιX1µ1e3 + (cyc.) = −ιX3ιX2µ1e1 + (cyc.) =

= −1
2 ιX3

(
ιX2µ1e1 − ιX1µ1e2) + (cyc.) =

= +ιX3

(
〈µ1e1, e2〉− − 〈µ1e2, e1〉−

)
+ (cyc.) =

= −2〈
(
〈µ1e1, e2〉− − 〈µ1e2, e1〉−

)
, e3〉− + (cyc.) =

= 2
(
〈·, ·〉− C(〈·, ·〉− Cµ1)

)
(e1, e2, e3)

Hence, after décalage, one gets:

[〈·, ·〉,π2]J = 〈·, ·〉Jπ2 =

= π1 J 〈·, ·〉J 〈·, ·〉 −2 〈·, ·〉Jπ1 J 〈·, ·〉+ 〈·, ·〉J 〈·, ·〉Jπ1 =

= [〈·, ·〉, [〈·, ·〉,π1]J]J

(4.18)

Proposition 4.2.7 (Commutators of arity 4).

[〈·, ·〉,π3] = 2π4 (4.19)

[〈·, ·〉J 2
,π2] = [〈·, ·〉J 2

, [〈·, ·〉,π1]] = (4.20)

= [〈·, ·〉, [〈·, ·〉J 2
,π1]]

[〈·, ·〉, [〈·, ·〉,π2]] = [〈·, ·〉, [〈·, ·〉, [〈·, ·〉,π1]]] = (4.21)

= [〈·, ·〉J 2
,π2]− 2α(〈·, ·〉, 〈·, ·〉,π2) =

= 3π4

where α denotes the associator (see definition D.2.1).

Proof. Rather straightforward algebraic computations together with the
following Lemma 4.2.8.

Lemma 4.2.8 (A recurrent associator).

α(J; 〈·, ·〉, 〈·, ·〉,π2) = 1
2

(
[〈·, ·〉J 2

,π2]− 3π4

)
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Proof. Observe that
2 〈·, ·〉− Cπ2 = K + 3π3 (4.22)

where the auxiliary operator K is given by the following equation

K(e1, e2, e3) = (〈·, ·〉+ + 〈·, ·〉−)Cπ2(e1, e2, e3) =

= ι[X1,X2]e3 + ι[X2,X3]e1 + ι[X3,X1]e2 .

According to equation (1.21), the following holds:

α(C; 〈·, ·〉−, 〈·, ·〉−, π2)(e1, e2, e3, e4) =

=(−)2 1
2 ι[X3,X4]〈e1, e2〉− +

(
unsh.

(2,2)
)

=

=1
2

(
+ ι[X3,X4]〈e1, e2〉− + ι[X1,X2]〈e3, e4〉− − ι[X2,X4]〈e1, e3〉−+

− ι[X1,X3]〈e2, e4〉− + ι[X2,X3]〈e1, e4〉− + ι[X1,X4]〈e2, e3〉−
)
,

(4.23)
where

(
unsh.

(2,2)
)
denotes sum over all (2, 2)-unshuffles.

On the other hand, one finds that(
〈·, ·〉− CK

)
(e1, e2, e3, e4) =

=(−)|K|〈K(e1, e2, e3), e4〉− +
(
unsh.

(3,1)
)

=

=− 〈K(e1, e2, e3), e4〉− + 〈K(e1, e2, e4), e3〉−+

− 〈K(e1, e3, e4), e2〉− + 〈K(e2, e3, e4), e1〉− =

=1
2

{
+ ιX4(ι[X1,X2]e3 + ι[X2,X3]e1 + ι[X3,X1]e2)+

− ιX3(ι[X1,X2]e4 + ι[X2,X4]e1 + ι[X4,X1]e2)+

+ ιX2(ι[X1,X3]e4 + ι[X3,X4]e1 + ι[X4,X1]e3)+

− ιX1(ι[X2,X3]e4 + ι[X3,X4]e2 + ι[X4,X2]e3)
}

=

= + ι[X1,X2]〈e3, e4〉− − ι[X1,X3]〈e2, e4〉− + ι[X1,X4]〈e2, e3〉−+
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+ ι[X2,X3]〈e1, e4〉− − ι[X2,X4]〈e1, e3〉− + ι[X3,X4]〈e1, e2〉− =

=2 α(C; 〈·, ·〉−, 〈·, ·〉−, π2)(e1, e2, e3, e4) ,

using eq. (4.23) in the last equality. In other words,

〈·, ·〉− CK = 2 α(C; 〈·, ·〉−, 〈·, ·〉−, π2) .

Plugging this last result into the equation obtained by composing equation
(4.22) with 〈·, ·〉− from the left one gets:

2 〈·, ·〉− C(〈·, ·〉− Cπ2) = 2 α(C; 〈·, ·〉−, 〈·, ·〉−, π2) + 3 〈·, ·〉− Cπ3 .

Applying on the l.h.s. the definition of the associator, using equation (4.19),
and remark 4.2.5, one gets

[〈·, ·〉C 2
− , π2] = 2 α(C; 〈·, ·〉−, 〈·, ·〉−, π2) + 3π4 .

The claim follows after décalage.

The following technical lemma will be used in remark 4.5.2 to express the gauge
transformation of a homotopy comomentum map in terms of the pairing. The
key idea is to take advantage of the operator 〈·, ·〉− on the space A by expressing
the operation of inserting several vector fields in a given differential form as a
“power” of the pairing:

Lemma 4.2.9 (Insertions as pairing). Consider the graded vector space Ṽ :=
X(M)⊕ Ω(M)[k]. Denote by ρ the standard projection ρ : Ṽ � X(M). Given
a k-form B, i.e. an element in ker(ρ) ⊂ Ṽ, and given vector fields xi, the
following equation holds for all m:(

〈·, ·〉Cm−
)

(B, x1, . . . , xm) =
(
−ς(m) · m!

2m

)
ιxm . . . ιx1B .

Here the left-hand side denotes the evaluation of operator 〈·, ·〉Cm− , see definition
4.2.2, on the element B ⊗ x1 ⊗ · · · ⊗ xm ∈ Ṽ⊗m+1.

Proof. By induction. From equation (1.20), given two vector fields x1, x2, which
are degree 0 elements in V̂ and a differential form B one has

〈·, ·〉− C 〈·, ·〉− (B, x1, x2) =

= (−)| 〈·,·〉− |
∑

σ∈unsh(1,1)

χ(σ)〈〈B, xσ1〉−, xσ2〉− =
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=
(
− 2!

(−2)2

)
ιx2ιx1B =

=
(
−ς(2) 2!

22

)
ιx2ιx1 ,

where χ(σ) = (−)σε(σ) denotes the odd Koszul sign. Assuming now

〈·, ·〉C(m−1)
− C 〈·, ·〉− (B, x1, . . . , xm) =

(
−ς(m)m!

2m

)
ιxm . . . ιx1B ,

it follows that

〈·, ·〉C(m)
− C 〈·, ·〉− (B, x1, . . . , xm+1) =

= 〈·, ·〉− C
(
〈·, ·〉C(m−1)

− C 〈·, ·〉−
)

(B, x1, . . . , xm+1) =

=(−)| 〈·,·〉
C(m)
− |

∑
σ∈unsh(m,1)

χ(σ)
〈(
〈·, ·〉C(m−1)

− C 〈·, ·〉− (B, x1, . . . , xm)
)
, xσm+1

〉
−

=

=(−)m
∑

σ∈unsh(m,1)

χ(σ)
(
−ς(m)m!

2m

)(
−1

2

)
ιxσm+1

ιxσm . . . ιxσ1
B =

=
(

(−)mς(m) (m+ 1)!
2m+1

)
ιxm+1 . . . ιx1B ,

hence the claim. Formula (1.21) ensures associativity in the first equality.

Remark 4.2.10. Notice that the above statement can be re-expressed by singling
out the contraction with the differential from B. For any given differential form
B, seen as a degree |B| − k element in Ṽ, one has:

〈·, ·〉Cm− C〈B, ·〉− = (−)m(|B|−k) 〈·, ·〉C(m+1)
− B ⊗ 1m+1 .

This follows from inspecting on vector fields xi, seen as degree 0 elements in Ṽ:

〈·, ·〉C(m)
− C〈B, ·〉−(x1, . . . , xm+1) =

= (−)m(|〈B,·〉−|)
∑

σ∈Sm+1

χ(σ)〈. . . 〈B, xσ1〉−, . . . , xσm+1〉− =

= (−)m(|B|−k+1)(−)m| 〈·,·〉− | 〈·, ·〉C(m+1)
− (B, x1, . . . , xm+1) .
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As a corollary12, one can express all higher multibrackets πk in terms of π3:

Corollary 4.2.11.

πn =
(

2n−3

n! 3!
)
〈·, ·〉J(n−3)

Jπ3

Proof. This can be proved iterating lemma 4.2.4, or employing lemma 4.2.9 in
the following way. Consider Hamiltonian pairs ei =

(
xi
αi

)
∈ A, one has:

πn(e1, . . . en) = ς(n)ιxn . . . ιx1ω =

= ς(n)ς(3) 1
#unsh(3,n−3)

∑
σ∈unsh(3,n−3)

χ(σ) ιxσn . . . ιxσ4
π3(xσ1 , xσ2xσ3) =

= −ς(n)3!(n− 3)!
n!

(
−ς(n− 3) 2n−3

(n− 3)!

)
·

·
∑
σ∈unsh(3,n−3)

χ(σ) 〈·, ·〉C(n−3)
− ·π3 ⊗ 1n−3 (xσ1 . . . xσn) =

=
(
ς(n)ς(n− 3)(−)n−3 2n−3

n! 3!
)(
〈·, ·〉C(n−3)

− Cπ3

)
(e1, . . . en) =

=
(

2n−3

n! 3!
)(
〈·, ·〉C(n−3)

− Cπ3

)
(e1, . . . en) .

The statement follows after décalage.

4.3 Vinogradov algebroid and L∞-algebra

To any smooth manifold M , and index n ∈ N, one can associate an auxiliary
geometric structure called Vinogradov algebroid. In this section, we will recall
this definition and some basic properties. In particular we will be interested
in describing how one can produce a L∞-algebra out of this geometric data
and we will discuss the algebraic properties enjoyed by the corresponding set of
multibrackets with the language of the Nijenhuis–Richardson product.

A (standard) Vinogradov algebroid is a slightly generalized version of a Courant
algebroid [Cou90].

12This corollary is not essential in this chapter, but we expect that it should be useful to
extend theorem 4.4.1 to arbitrary values of n, just as Lemma 4.3.20 below.
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Definition 4.3.1 ((Standard ) n-Vinogradov algebroid). Given a smooth
manifold M , fixed a natural number n ≥ 1, the (standard) Vinogradov algebroid
consists of the data (En, ρ, 〈·, ·〉−, [·, ·]C) where:

• En denotes the vector bundle over M given by

En := TM ⊕ Λn−1T ∗M ,

we will denote elements of En as e =
(
X
α

)
;

• ρ : En → TM is a vector bundle morphism given by the first projection,
also called the anchor ;

• 〈·, ·〉± : En ⊗ En → Λn−2T ∗M are binary bundle maps given by((
X1
α1

)
,
(
X2
α2

))
7→ 1

2 (ιX1α2 ± ιX2α1) ;

• [·, ·]C is a skew-symmetric bracket on the vector space of sections Γ(En),
called higher Courant bracket, given by

((
X1
α1

)
,
(
X2
α2

))
7→

 [X1, X2]

LX1α2 −LX2α1 − d
〈(
X1
α1

)
,
(
X2
α2

)〉
−

 .

Notation 4.3.2. In the following, we will drop the n-prefix; everything should be
clear from the context. We will also drop the "standard" term most of the times.
This adjective is due to the existence of an "abstract" notion of Vinogradov
algebroid, see remark 4.3.6 below, that will not be needed in the following.

Consider now a pre-n-plectic form ω ∈ Ωn+1(M). The degree of the form
select a specific integer and thus a specific standard n-Vinogradov algebroid.
Furthermore, the higher Courant bracket can be “twisted” by the closed form
ω ∈ Ωn+1(M).
Definition 4.3.3 ((Standard) ω-twisted Vinogradov algebroid). Let be M a
smooth manifold, and ω ∈ Ωn+1(M) a closed differential form. The Vinogradov
algebroid twisted by ω consists of the data
(En, ρ, 〈·, ·〉−, [·, ·]ω) where [·, ·]ω : Γ(En)⊗ Γ(En)→ Γ(En) is defined by

[e1, e2]ω = [e1, e2]C +
(

0
ιX1ιX2ω

)
.

Example 4.3.4 (Lie and Courant algebroids). When n = 1, the operators 〈·, ·〉±
are trivial. Hence one recovers, as a particular case, the definition of standard
and twisted Lie algebroid (c.f. examples 4.1.6 and 4.1.7).
If n = 2, definition 4.3.1 gives the definition of the standard Courant algebroid
with Courant bracket.
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Remark 4.3.5 (About the naming). The choice to name "Vinogradov algebroid"
this, somewhat natural, higher generalization of the Courant algebroid is
borrowed from Ritter and Saemann [RS15]. They pointed out that the key
structure, given in particular by the bracket on sections, was first studied by
Vinogradov in [Vin90]. In other sources, see for example [Zam12] or [BS11], the
same object is simlpy called higher Courant algebroid.
Remark 4.3.6 ("Abstract" Vinogradov algebroids). When introducing the
Vinogradov algebroid we are mostly employing a constructive, "hands-on",
approach here. Our definition appears as a "standard" example, c.f. the notion
of "standard" vs. "abstract" Courant algebroid, in [GS15, §5, Def. 5.6]. More
conceptually, this notion can be framed in the language of graded geometry
as a prototypical NQ-manifold, see [DS18, §3.3.] and [RS15]. In turn, the
latter concept can be interpreted in terms of horizontal categorification13 since
NQ-manifolds are related to symplectic Lie-n algebroids.
Remark 4.3.7 (Vinogradov algebroid morphisms). The precise notion of
morphism between Vinogradov algebroids can be given by mimicking the
corresponding definition for the Courant (n = 2) algebroid case (see [Cou90]
for the original definition or also [LBM09, §1.3] and [BPS09, §2.2]).
We will not need the full fledged apparatus here. In this chapter, precisely in
4.5.1, we will only deal with morphisms between Vinogradov algebroid on the
same smooth manifold M and twisted by differential forms ω and ω̃ of the same
degree. In the latter situation, a Vinogradov morphism

Ψ : (En, ρ, 〈·, ·〉±, [·, ·]ω)→ (En, ρ, 〈·, ·〉±, [·, ·]ω̃)

will be simply given by a vector bundle automorphism Ψ : En → En that is
compatible with the anchor, i.e. the following diagram commutes in the category
of smooth manifolds

En En

M

TM

Ψ

ρ ρ

,

and such to preserve the symmetric pairing and the higher Courant bracket in
the following sense:

Ψ ◦ 〈·, ·〉+ = 〈·, ·〉+ ◦(Ψ⊗Ψ) ;

Ψ ◦ [·, ·]ω = [·, ·]
ω̃
◦ (Ψ⊗Ψ) .

For the sake of completeness, we mention here some basic properties enjoyed by
the twisted higher Courant bracket.

13This justifies the "-oids" suffix in the name.
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Proposition 4.3.8 ([BS11, Thm 2.2]). Let be (M,ω) be a pre-n-plectic
manifold. Consider the associated Vinogradov algebroid

En = (TM ⊕ ∧n−2T ∗M,ρ, 〈·, ·〉±, [·, ·]ω) .

The higher Courant bracket [·, ·]ω satisfies the following properties

1. [·, ·]ω is skew-symmetric;

2. [·, ·]ω satisfies the Jacobi equation up to an exact term. Namely

[[e1, e2]ω, e3]ω + (cyc.) = dTω(e1, e2, e3) ∀ei ∈ Γ(En) (4.24)

where
Tω : (Γ(En))⊗3 Ωn−2(M)

(e1, e2, e3) 1
3 〈[e1, e2]ω, e3〉+ + (cyc.)

. (4.25)

3. Regard Γ(En) as a C∞(M)-module. [·, ·]ω is not C∞(M)-linear. In the
standard case, one has

[e1, fe2]C = f [e1, e2]C + (LX1f)e2 − df ∧ 〈e1, e2〉+ ∀ei ∈ Γ(En) .

4. [·, ·]ω is compatible with the anchor:

ρ ([e1, e2]ω) = [ρ(e1), ρ(e2)]ω .

Proof. The proof relies on the same computations routinely performed for the
standard Courant algebroid case. See for instance [RS15, Prop. 4.7].

Remark 4.3.9 (Comparison with the literature). We stress that there are several
different conventions that one could adopt when defining Vinogradov algebroids
and, in turn, Courant algebroids. We briefly compare our choices to the
references in bibliography.

• The pairing operators 〈·, ·〉± are often defined without the 1/2 prefactor
(see for example [Zam12, eq. (1)] and [Rog13, ex. 1]). Here, we are
adopting the same convention of [Cou90, eq. (2.2.1),(2.2.2)] and [BS11,
eq. (1)].

• The choice of the sign used to "twist" the standard Courant bracket also
differs across the literature. Here, like in [Rog13, eqn. 5.6] and [RS15,
eqn. 4.12], we are choosing to twist the Courant bracket [e1, e2], for any
given ei ∈ Γ(En) with ρ(ei) = xi, by adding the term ιx1ιx2ω. With the
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notation14 introduced in remark 2.2.24, this convention can compactly
stated as:

[·, ·]ω = [·, ·]C − ι2ρω . (4.26)

Notice that in [Gua03, §3.7], [Gua11, eq (2.3)] and [Zam12, §2] it is
preferred the opposite sign.

• The previous choices also affect the definition of the ternary operator
Tω introduced in proposition 4.3.8. In the above notation, this can be
compactly written as

Tω = T0 + 1
2 ι

3
ρω ,

where T0 denotes the ternary operator pertaining to to the standard higher
Courant bracket. Our expression can be easily compared with [Rog13,
Def 4.1], [RS15, eq (4.12)] and [BS11, Thm. 4.2].

The following remark supports the observation that multisymplectic manifolds
are deeply related to Vinogradov algebroids.
Remark 4.3.10 (Higher Dirac structures [Zam12]). Exactly as symplectic
structures are special cases of Dirac structures, given by the graph subbundle
inside the standard Courant algebroid, also multisymplectic structures can
be regarded as special case of higher Dirac structures. The latter has been
identified in [Zam12, Def. 3.1, Prop. 3.2 and 3.7] as a involutive, Lagrangian
subbundles of En. (See also [BS11, §4].)

Proposition 4.3.8, especially items 1. and 2., leads us naturally to replicate the
reasoning described in section 2.3, i.e. the construction of the multisymplectic
observables L∞-algebra, to the case of Vinogradov algebroids.

4.3.1 Vinogradov’s L∞-algebra

Consider a ω-twisted Vinogradov algebroid En. The upshot of proposition 4.3.8
is that, similarly to what has been observed for the vector space Ωn−1

ham(M,ω) in
section 2.3, the higher Courant bracket on the space of section Γ(En) fails to
be a Lie algebra structure. Namely, the higher Courant bracket [·, ·]ω is skew-
symmetric but satisfies the Jacobi equation only modulo the exterior derivative

14Recall that

ιkρω : (Γ(En))⊗k Ωn+1−k(M)
(e1, . . . , ek) ς(k)ιxk . . . ιx1 = (−)k+1ιx1 . . . ιxkω ,

hence, in particular, one has ιx1 ιx2ω = −ι2ρω.
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of the ternary operator Tω (see equation (4.24)). This naturally prompts to
look for a suitable completion of Γ(En) to give a full-fledged L∞-algebra.

Roytenberg and Weinstein showed how this L∞-algebra can be constructed in
the case of ordinary Courant algebroids [RW98, Thm 4.3]. This result has been
extended by Zambon in [Zam12, Prop. 8.1 and 8.4] to Vinogradov algebroids.
Summing up, for any ω-twisted Vinogradov algebroid there is an associated
Ln-algebra, given by the following definition:

Definition 4.3.11 (L∞-algebra of a twisted Vinogradov algebroid). Given a
twisted Vinogradov algebroid

(En, ω) = (TM ⊕ Λn−1T ∗M,ρ, 〈·, ·〉−, [·, ·]ω) ,

we denote the the associated Ln-algebra structure as

L∞(En, ω) = (V, {µk})

Its underlying graded vector space is given by

Vi :=


X(M)⊕ Ωn−1(M) if i = 0
Ωn+i−1(M) if 1− n ≤ i ≤ −1
0 otherwise .

(4.27)

The actions of non-vanishing multi-brackets (up to permutations of the entries)
on arbitrary vectors vi = fi ⊕ ei ∈V, with ei =

(
Xi
αi

)
∈ X(M)⊕ Ωn−1(M) =

Γ(En) and fi ∈
⊕n−2

k=0 Ωk(M), are given as follows:

• unary bracket:
µ1 (f) = df ;

• binary bracket:

µ2 (e1, e2) =[e1, e2]ω =
(

[X1, X2]
d〈e1, e2〉− + (ιX1dα2 − ιX2dα1 + ιX1ιX2ω)

)
;

µ2 (e1, f2) =− µ2(f2, e1) = 1
2LX1f2 = 〈e1, df2〉− ;

• ternary bracket:

µ3(e1, e2, e3) =− Tω(e1, e2, e3) = −1
3 〈[e1, e2]ω, e3〉+ + (cyc.)

µ3(f1, e2, e3) =− 1
6

(
1
2(ιX1LX2 − ιX2LX1) + ι[X1,X2]

)
f
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• k-ary bracket for k ≥ 3 an odd integer:

µk(v0, · · · , vk−1) =
(
k−1∑
i=0

(−)i−1µk(fi + αi, X0, . . . , X̂i, . . . , Xk−1)
)

+

+ (−)
k+1

2 · k ·Bk−1 · ιXk−1 . . . ιX0ω ;
(4.28)

where

µk(f0 + α0, X1, . . . , Xn−1) =

= ck
∑

1≤i<j≤k−1
(−1)i+j+1ιXk−1 . . . ι̂Xj . . . ι̂Xi . . . ιX1 [f0 + α0, Xi, Xj ]3 .

(4.29)
In the above formula, [·, ·, ·]3 = −T0 denotes the ternary bracket associated
to the untwisted (ω = 0) Vinogradov algebroid, and ck is a numerical
constant

ck = (−)
k+1

2
12 Bk−1

(k − 1)(k − 2) , (4.30)

containing the Bernoulli numbers15 Bn.

Remark 4.3.12. Notice that Vinogradov’s brackets µk with k ≥ 2 vanishes unless
k − 1 entries are elements of degree zero. For k ≥ 2, Rogers’ brackets πk vanish
unless all entries are elements in degree zero (c.f. remark 4.2.5).
Remark 4.3.13 (On the origin of definition 4.3.11). The definition L∞(M,ω)
has been worked out in [Zam12, Prop. 8.1 and 8.4] relying on a result by Getzler
[Get10] (see also theorem 1.2.39 in chapter 1) and on some observations in
graded geometry. Briefly, they noticed that V can be obtained as a certain
truncation of the graded vector space of smooth functions on the graded manifold
T ∗[n]T [1]M . Namely, denoting by C= C∞(T ∗[n]T [1]M) the space of smooth
functions on the above-mentioned graded manifold, one can show that

V[1] = Trn C[n] .

As such, V[1] inherits from C a binary bracket {·, ·}, given by the canonical
Poisson bracket on the cotangent bundle (i.e. the graded analogue of example
2.2.10 in the 1-plectic case, see [CS11]), and a unary bracket given by the de
Rham differential.
Summing up (C,d, {·, ·}) constitute a DGLA (see definition D.1.4). Thence,
one could readily apply the machinery given by theorem 1.2.39 endowing
V = C[n][−1] with the above L∞-structure.

15Hence B0 = 1, B1 = − 1
2 , B2 = 1

6 , and Bk = 0 for odd k 6= 1.
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Remark 4.3.14 (Vinogradov algebroids as L∞-algebroids). Recall that, in layman
terms, a Lie algebroid can be thought of as the geometric data encoding a
certain "well-behaving" infinite dimensional Lie algebra. In other words, it can
be seen as a ∞-dimensional Lie algebra whose elements are sections of a vector
bundles, taken together with a Lie algebra morphism ρ into the Lie algebra
X(M) giving a sort of "representation" in terms of vector fields.
Definition 4.3.11 tells us that the same point of view could be also loosely
applied to a Vinogradov algebroid. In this spirit, one could say that definition
4.3.3 is the geometric data giving a certain ∞-dimensional Ln-algebra whose
elements are differential forms of a smooth manifold M up to the degree n− 1.
This observation drops a hint about the interpretation of Vinogradov algebroids
as "Ln-algebroids" mentioned in remark 4.3.6.

4.3.2 Hamiltonian subalgebroid

Let be (M,ω) be a n-plectic manifold, consider the corresponding ω-twisted
Vinogradov algebroid En. Consider also the two corresponding L∞-algebras
L∞(M,ω) and L∞(En, ω). We denoted respectively by L and V the underlying
graded vector spaces (see equations (4.27) above and (2.22) in chapter 2). There
is an obvious sequence of inclusions at the level of graded vector spaces

L A V Ṽ
∼ h (4.31)

where A is the graded vector space introduced in equation (4.12) and Ṽ has
been introduced in equation (4.15). The first isomorphism is the map M defined
in equation (4.13), the second one is the standard inclusion of A as a subspace
of V and the last one is a truncation of the identity map.

With the following lemma, we want to point out that there are two Ln-structures
naturally induced by the n-plectic form ω on the cochain complex (A, π1).
Namely, the structure {πk} given by Rogers, and the multibrackets {µk}
obtained by restricting the Vinogradov’s L∞-algebra.

Lemma 4.3.15. (i) The inclusions expressed by equation (4.31) extend at the
level of cochain complexes to

(L, [·]1) (A, π1) (V, µ1) .∼

(ii) The L∞-algebra structure {µk} on V restricts to a L∞-subalgebra structure
on A, namely

(h) = (h, 0, . . . ) : (A, {µk ◦ h⊗k})→ (V, {µk})

is a strict L∞-morphism.
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Proof. (i) By their very definition (c.f. equations (2.22), (4.12), (4.27)), the
considered cochain complexes coincide in degrees lesser than 0. Therefore, one
has only to prove that the following diagram commutes in the category of
ordinary vector spaces

X(M)⊕ Ωn−1(M)

· · · Ωn−2(M) An−1

Ωn−1
Ham(M,ω)

d

µ1

π1

d

h

∆

.

The commutativity of the two rightmost triangles follows immediately
remembering that exact (n− 1)-forms are Hamiltonian with trivial Hamiltonian
vector field (see remark 2.2.22), hence

π1 (α) = µ1(α) = h(dα) =
(

0
dα
)

∀α ∈ Ωn−2(M) .

(ii) One has to prove that

Im(µk|A) = Im(µk · h⊗k) ⊂ Im(h) .

Being Ai ≡Vi for all i ≤ −1, the previous condition holds automatically for
any µk with k ≥ 3 since |µk| = 2− k. The argument of (i) implied that that
µ1 = π1. It remains only to check the case of µ2 restricted to the degree 0
sector. Consider ei =

(
xi
αi

)
∈ A0 ⊂ V0, where xi is the Hamiltonian vector

field pertaining to αi, one gets:

[e1, e2]ω =
(

[x1, x2]
Lx1α2 −Lx2α1 − d〈e1, e2〉− + ιx1ιx2ω

)
=

=
(

[x1, x2]
d(ιx1α2 − ιx2α1)− d〈e1, e2〉− + ιx1 dα2 − ιx2 dα1 + ιx1ιx2ω

)
=

=
(

[x1, x2]
d〈e1, e2〉− + ιx2ιx1ω

)
employing the Cartan formula on the second equality and the Hamilton-
DeDonder-Weyl equation (see the definition of the "Hamiltonian condition"
in 2.2.20) in the last one. From the above equation follows that Hamiltonian
pairs in (Ωn−1

Ham(M,ω))∆ are closed under the bracket [·, ·]ω since, according to
lemma 2.3.2, [x1, x2] is the Hamiltonian vector field pertaining to ιx2ιx1ω.
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Notation 4.3.16. From now on, we will simply denote as µk the restriction of
the k-ary brackets of definition 4.3.3, to A. Let us stress that, according to
previous definitions, the grading convention reads as follows:

|X(M)⊗ Ωn−1(M)| = |An−1| = |Ωn−1
Ham| = 0;

|Ωk(M)| = k − (n− 1) .

Summing up,

L∞(M,ω) ∼= (A, π) ; L∞(En, ω) ⊃ (A, µ) .

4.3.3 Properties of Vinogradov’s L∞[1]-algebra

Is a result stated by Ritter and Saemann [RS15] that the two aforementioned
L∞-algebras (A, π) and (A, µ) are isomorphic. In section 4.4 we will manage to
provide an explicit construction of such isomorphism up to the 4-plectic case. In
order to do so, we need to understand the relations between the multibrackets
{πk} and {µk} and we are going to express them using the Nijenhuis–Richardson
product introduced in eq. (1.24).

Denote by (A[1], {µk}) the L∞[1]-algebra corresponding to Lie infinity algebra
on A obtained restricting Vinogradov’s Lie-n algebra L∞(En, ω). We establish
some relationship satisfied by the multibrackets µk.

Proposition 4.3.17 (Binary bracket).

µ2 = π2 − [〈·, ·〉,π1]J

Proof. First, we introduce the following auxiliary binary bracket on V:

η2(e1, e2) =
(

[X1, X2]
ιX1dα2 − ιX2dα1 + ιX1ιX2ω

)
η2(e, f) =η2(f, e) = 0 .

Recalling the natural extension of the pairing operator (see remark 4.2.3), the
binary bracket in definition 4.3.11 can then be written as

µ2 = η2 + µ1 C 〈·, ·〉−−〈·, ·〉− Cµ1 .

The latter equality can be checked by inspection on arbitrary elements on V:
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µ2(f1 ⊕ e1, f2 ⊕ e2) = µ2(e1, e2) + µ2(f1, e2)− µ2(e1, f2) +���
��µ2(f1, f2) =

= 1
2d〈e1, e2〉− + η2(e1, e2)− 1

2LX2f1 + 1
2LX1f2 =

= 1
2
[
d(ιX1α2 − ιX2α1)− (dιX2f1 + ιX2df1) + (dιX1f2 + ιX1df2)

]
+ η2(e1, e2) =

= 1
2
[
dιX1(α2 + f2)− dιX2(α1 + f1) + ιX1df2 − ιX2df1

]
+ η2(f1 ⊕ e1, f2 ⊕ e2) =

=
[
µ1 C 〈·, ·〉−−〈·, ·〉− Cµ1 + η2

]
(f1 ⊕ e1, f2 ⊕ e2)

Restricting to A⊂V, one finds that η2 = π2, since η2(e1, e2) =
(

[X1, X2]
ιX2ιX1ω

)
=

π2(e1, e2). Hence on A we have

µ2 = π2 + µ1 C 〈·, ·〉−−〈·, ·〉− Cµ1 (4.32)

and thus on A[1]:
µ2 = π2 + µ1 J 〈·, ·〉 − 〈·, ·〉Jµ1 . (4.33)

Corollary 4.3.18. The Vinogradov binary bracket commutes with the pairing:

[〈·, ·〉,µ2]J = 0

Proof. Computing the commutator of equation (4.33) with the pairing yields

[〈·, ·〉,µ2]J =[〈·, ·〉,π2 − [〈·, ·〉,π1]J]J =

=[〈·, ·〉,π2]J − [〈·, ·〉, [〈·, ·〉,π1]J]J = 0 ,

where the last equality is given by equation (4.19).

Proposition 4.3.19 (Ternary bracket).

µ3 = π3 −
1
2 [〈·, ·〉,π2]J −

1
6 [〈·, ·〉J 2

,π1]J

Proof. Employing the definition of the Richardson-Nijenhuis product, one can
express the ternary bracket in definition 4.3.11 as

µ3 = −1
3 〈·, ·〉+ Cµ2 . (4.34)
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The explicit definition of C, see equation (1.20), ensures that multiplying on
the left by a binary bracket, not necessarily skew-symmetric, is a well-defined
operation valued in graded skew-symmetric multilinear maps. More precisely,
equation (4.34) can be deduced by inspection on homogeneous elements. When
evaluated on degree 0 elements, µ3 reads as:

µ3(e1, e2, e3) = −Tω(e1, e2, e3) = −1
3 〈[e1, e2]ω, e3〉+ + (cyc.) ,

while in other degrees, for any f such that |f | 6= 0, it reads

µ3(f, e1, e2) = −1
6

[
ιX1(LX2

2 f)− ιX2(LX1

2 f) + ι[X1,X2]f

]
=

= −1
6
[
ιX1µ2(e2, f)− ιX2µ2(e1, f) + ι[X1,X2]f

]
=

= −1
3
[
〈·, ·〉+ ◦(µ2 ⊗ 1)

] (
(f, e1, e2)− (f, e2, e1) + (e1, e2, f)

)
=

= −1
3
[
〈·, ·〉+ ◦(µ2 ⊗ 1)

]
(f, e1, e2) + (cyc.) .

Equation (4.34) can be further expressed as:

µ3
Eq: (4.34)= − 1

3 〈·, ·〉+ Cµ2 =

Eq: (4.32)= − 1
3 〈·, ·〉+ C

(
π2 + π1 C 〈·, ·〉−−〈·, ·〉− Cπ1

)
=

= − 1
3 〈·, ·〉+ Cπ2 −

1
3

(
〈·, ·〉+ Cπ1 C 〈·, ·〉−−〈·, ·〉+ C 〈·, ·〉− Cπ1

)
=

Eq: (4.35)= π3 −
1
3 〈·, ·〉− Cπ2 + 1

3

(
〈·, ·〉− Cπ1 C 〈·, ·〉−−〈·, ·〉− C 〈·, ·〉− Cπ1

)
where in the last equation we used that 〈·, ·〉− C η = −〈·, ·〉+ C η for any
multilinear map η in degree non-zero, and that

〈·, ·〉+ Cπ2 = 〈·, ·〉− Cπ2 − 3π3 . (4.35)
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Equation (4.35) can be checked by probing with elements ei = fi +
(
Xi
αi

)
, i.e.[(

〈·, ·〉+−〈·, ·〉−
)
Cπ2

]
(e1, e2, e3) = ιX3π2(e1, e2) + (cyc.) =

= ω(X1, X2, X3) + (cyc.) =

= 3ω(X1, X2, X3) =

= − 3π3(e1, e2, e3) .

The claim of the proposition follows after applying the décalage:

µ3 = π3 −
1
3 〈·, ·〉Jπ2 + 1

3 〈·, ·〉Jπ1 J 〈·, ·〉 −
1
3 〈·, ·〉J 〈·, ·〉Jπ1 =

Eq: (4.18)= π3 −
1
3 [〈·, ·〉,π2] + 1

6

(
− [〈·, ·〉,π2] + π1 J 〈·, ·〉J 2 + 〈·, ·〉J 2

Jπ1

)
+

− 1
3 〈·, ·〉

J 2
Jπ1 =

= π3 −
1
2 [〈·, ·〉,π2] + 1

6

(
π1 J 〈·, ·〉J 2−〈·, ·〉J 2

Jπ1

)
=

= π3 −
1
2 [〈·, ·〉,π2]− 1

6 [〈·, ·〉J 2
,π1] .

Observe that there is a common pattern for constructing πk and µk (when
k ≥ 4). Both of them are realized via multiple insertions ιxk , ιxk−1 , . . . inside
a fixed differential form B ∈ Ω(M). In the first case, B coincides with the
n-plectic form ω, in the second B = µ3(ξ1, ξ2, ξ3) where xi are generic elements
of A. In lemma 4.2.9 we stated how similar constructions can be phrased
in terms of the pairing operator 〈·, ·〉. We finish this section by showing the
analogue of corollary 4.2.11 in the case of the Vinogradov L∞-algebra16.

Lemma 4.3.20.

µn = 3
(

2n−1

(n− 1)!Bn−1

)
· 〈·, ·〉J(n−3)

Jµ3

Proof. According to equation (4.28), the explicit value of µn(v1, . . . , vn) is a
sum of two terms which can be rewritten employing the anchor operator ρ,

16This will not be used in this chapter but we believe it will be useful in extending theorem
4.4.1 to arbitrary values of n.
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such that ρ(vi) = Xi for any vi = fi ⊕ ei ∈ A. We consider the two terms
separately.

i) The first summand reads as
n∑
i=1

(−)i−1µn

(
vi, ρ(v1), . . . , ρ̂(vi), . . . , ρ(n)

)
=

=
(
µn ◦

(
1⊗ ρ⊗(n−1)) ◦ P1,n−1

)
(v1, . . . , vn)

noticing that σ = (i, 1, . . . , î, . . . , n) ∈ unsh(1,n−1) and |σ| = (−)i+1. Explicitly,
see equation (4.29), the term on the r.h.s. between the large brackets can be
given by contraction with several vector fields:

µn ◦
(
1⊗ ρ⊗(n−1)) (v0, v1, . . . , vn−1) =

= µn(v0, X1 . . . , Xn−1) =

= cn
∑

1≤i<j≤n−1
(−)i+j+1ιρ(n−1) . . . ι̂ρ(vj) . . . ι̂ρ(vi)ιρ(v1) [ξ0, ρ(vi), ρ(vj)]3 =

= cn

(
−ς(n− 3) 2n−3

(n− 3)!

)
·
∑

1≤i<j≤n−1
(−)i+j+1 〈·, ·〉C(n−3)

− ◦ ([·, ·, ·]3 ⊗ 1n−3) ◦
(
1⊗ ρ⊗n−1)

(v0, vi, vj , v1, . . . , v̂i, . . . , v̂j . . . , vn−1) =

= 3 dn 〈·, ·〉C(n−3)
− ◦([·, ·, ·]3 ⊗ 1n−3) ◦ (1⊗ ρ⊗n−1) ◦ (1⊗ P2,n−3) (v0, v1, . . . , vn−1) .

Here cn denotes the coefficient defined in equation (4.30) and, in the last equality,
we noticed that (−)i+j+1 = |σ| with σ = (i, j, 1, . . . , î, . . . , ĵ, . . . , n − 1) ∈
unsh(2,n−3).

Further, dn is given by

dn = cn
3

(
−ς(n− 3) 2n−3

(n− 3)!

)

=
(
−ς(n− 3)(−)

n+1
2

)( 4 Bn−1

(n− 1)(n− 2)

)(
2n−3

(n− 3)!

)
=

= 2n−1

(n− 1)!Bn−1 .

Therefore

[·, . . . , ·]n ◦
(
1⊗ ρ⊗(n−1)) ◦ P1,n−1 =
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=3 dn 〈·, ·〉C(n−3)
− ◦ ([·, ·, ·]3 ⊗ 1n−3) ◦

(
1⊗ ρ⊗n−1) ◦ (1⊗ P2,n−3) ◦ P1,n−1 =

=3 dn 〈·, ·〉C(n−3)
− ◦ ([·, ·, ·]3 ⊗ 1n−3) ◦

(
1⊗ ρ⊗n−1) ◦ P1,2,n−3 =

=3 dn 〈·, ·〉C(n−3)
− ◦

((
[·, ·, ·]3 ◦ 1⊗ ρ⊗2 ◦ P1,2

)
⊗ ρ⊗(n−3)

)
◦ P3,n−3 =

=3 dn 〈·, ·〉C(n−3)
− ◦

(
[·, ·, ·]3 ⊗ ρ⊗(n−3)

)
◦ P3,n−3 =

=3 dn
(

(−)n−3 〈·, ·〉C(n−3)
− ◦ ([·, ·, ·]3 ⊗ 1n−3) ◦ P3,n−3

)
=

=3 dn
(
〈·, ·〉C(n−3)

− C[·, ·, ·]3
)
.

The last three equalities follow respectively from the observations that µ3 ◦
(
1⊗

ρ⊗2) ◦ P1,2 = µ3 (see the definition of the ternary bracket), that 〈·, ·〉n−3
− ◦

(
α⊗

ρ⊗(n−3)) = 〈·, ·〉n−3
− ◦(α ⊗ 1n−2) for any element α ∈ V such that ρ(α) = 0,

and that (−)n−3 = 1 for any n ≥ 3 odd.

ii) The second summand, see equation (4.28), can be re-expressed via lemma
4.2.9 to give:(

(−)
n+1

2 · n ·Bn−1

)
ιρ(vn) . . . ιρ(v1)ω =

=− ς(n)
(
−2n−3

n! 3!
)(

(−)
n+1

2 · n ·Bn−1

)
〈·, ·〉C(n−3)

− Cπ3 (v1, . . . , vn) =

=
(
ς(n)(−)

n+1
2

)
· 3

2 ·
(

2n−1

(n− 1)!Bn−1

)
〈·, ·〉C(n−3)

− Cπ3 (v1, . . . , vn) =

=− 3
2dn 〈·, ·〉

C(n−3)
− Cπ3 (v1, . . . , vn)

Summing up, one can conclude that

µn =3 dn 〈·, ·〉C(n−3)
− C

(
[·, ·, ·]3 −

1
2π3

)
=

=3 dn 〈·, ·〉C(n−3)
− Cµ3

using proposition 4.3.19. The claim follows after décalage.

The upshot of the previous lemmas is that the two subalgebras of M sym(A[1])
respectively generated by {πk} and {µk} are actually generated by the same
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subset of only 4 generators {π1,π2,π3, 〈·, ·〉}. This will be crucial when trying
to ascertain the existence of a L∞-morphism between (A, {πk})→ (A, {µk}).

4.4 Extending Rogers’ embedding

Let (M,ω) be a n-plectic manifold. In this section we provide an explicit
L∞-embedding from the L∞-algebra of observables on (M,ω) into the L∞-
algebra associated to the Vinogradov algebroid (higher Courant algebroid)
En = TM ⊕ Λn−1T ∗M with bracket twisted by ω; see theorem 4.4.1 and
corollary 4.4.3.
This construction can be seen as the higher analogue of mapping (4.6). The
case with n = 2 has been originally carried out by Rogers in [Rog13].

4.4.1 An L∞-isomorphism

Recall that we can transfer the multibrackets of Rogers’ L∞-algebra L∞(M,ω)
to A, by using the isomorphism Ωn−1

Ham(M,ω) ∼= (Ωn−1
Ham(M,ω))∆ ∼= A0 in degree

zero and the identity in negative degrees. This way we obtain an L∞-algebra
structure on A, which we denoted by (A, {πk}). The latter differs from the L∞-
algebra (A, {µk}) we associated after Def. 4.3.11 to the ω-twisted Vinogradov
algebroid, but the underlying chain complex (i.e. the unary brackets) are the
same.

We show that these two L∞-algebra structures are L∞-isomorphic, by a
morphism whose first component is IdA. We will prove the following theorem
in §4.4.2.

Theorem 4.4.1. For n ≤ 4 there is an L∞-isomorphism Φ: (A, {πk}) →
(A, {µk}). Its non-vanishing components are given by

Φ1 = IdA

Φ2 = −〈·, ·〉−

Φ3 = 1
3 〈·, ·〉− C 〈·, ·〉−

Φ4 = 0

where C is the skew-symmetric Nijenhuis–Richardson product defined in equation
(1.20).
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Remark 4.4.2. By construction Φ enjoys the property that Φk(v1 . . . vk) = 0
unless | vi | = 0 for at least k − 1 entries.

Recall the sequence of graded vector space morphisms

L ∼= A ↪→V ,

given by the identity on Ω≤n−2(M) in negative degrees, and by Ωn−1
Ham(M,ω) ∼=

(Ωn−1
Ham(M,ω))∆ ⊂ Γ(En) in degree zero. As an immediate corollary of theorem

4.4.1 we obtain the following embedding, which for n = 2 is due to Rogers
[Rog13, Theorem 7.1].

Corollary 4.4.3. For n ≤ 4 there is an L∞-embedding Ψ : L∞(M,ω) ↪→
L∞(En, ω) of Rogers’ L∞-algebra into into Vinogradov’s. The embedding
consists of only three non-trivial components given, for any vi = fi ⊕ αi ∈
L∞(M,ω) with fi ∈

⊕n−2
k=0 Ωk(M) and α ∈ Ωn−1

ham(M,ω), by the following
equations:

Ψ1(v) =f ⊕
(
vα
α

)
Ψ2(v1, v2) =− 1

2
(
ιvα1

(f2 ⊕ α2)− ιvα2
(f1 ⊕ α1)

)
Ψ3(v1, v2, v3) =1

6 ιvα1
ιvα2

(f3 ⊕ α3) + (cyc.)

.

Remark 4.4.4 (Comparisons with the Ritter-Saemann Theorem). We emphasize
that a result similar to corollary 4.4.3 was already stated, slightly less explicitly,
by Ritter and Saemann in [RS15, Thm. 4.10]. Basically, their idea was to
deform µk into πk via a sequence of approximating L∞-morphisms.
Let us briefly paraphrase their results in our notation. Given an n-plectic
manifold (M,ω), consider the graded vector space A as defined in equation
(4.12) above. They claimed the existence of (n-1) L∞-morphisms

Ψ(m) = (id, 0, . . . , ϕ(m)
m+1, 0, . . . ) : (A, µ(m)

k )→ (A, µ(m+1)
k ) ,

where µ(`)
k is a L∞-structure on A that agrees to Roger’s up to order `, i.e

µ
(`)
k = πk ∀k ≤ ` ,

and in particular µ(1)
k coincides with the restriction of Vinogradov’s L∞-algebra

on A, such that Ψ = Ψ(n−1) ◦ · · · ◦Ψ(1) is a L∞-isomorphism between (A, µ(1)
k )

and (A, πk). This construction can be alternatively subsumed by the following
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diagram:

L∞(M,ω) L∞(En, ω)

(A, πk) (A, µ(1)
k )

(A, µ(2)
k )

...

(A, µ(n)
k )

(A, µ(n+1)
k )

∼

h

Ψ(1)=(id,ϕ(1)
2 ,0,... )

Ψ(2)=(id,0,ϕ(2)
3 ,0,... )

Ψ(n−1)=(id,0,...,ϕ(n−1)
n )

Ψ(n)=id

Notice that in [RS15] also the single components Ψ(k), for any k, are claimed
to be obtained from subsequent approximations. Namely µ(k)

k+1 is deformed into
µ

(k+1)
k+1 = πk+1 degree by degree, with respect to the grading of A.

The interest in finding an explicit expression for each of the above components
ϕn has been our original motivation for performing the computations involved
in the results of sections 4.2.2 and 4.3.3.

4.4.2 The proof of Theorem 4.4.1

For the proof, it is convenient to work with L∞[1]-algebras, by applying the
décalage isomorphism (1.5).
In the following, for any given homogeneous linear map m ∈ Hom(S≥1(V ), V ),
we denote by Cm the corresponding coderivation of S≥1(V ) given by the lift,
i.e. Cm = L̃sym(m).

Denote by (A[1], {πk}) the L∞[1]-algebra corresponding to (A, {πk}). Notice
that applying the décalage isomorphism to obtain π does not introduce any
extra signs, since the higher multibrackets in Rogers’ L∞-algebra vanish unless
all entries have degree 0.
Similarly, denote by (A[1], {µk}) the L∞[1]-algebra corresponding to (A, {µk}),
and write µ : S≥1(A[1])→ A[1] for the map with components µk (k ≥ 1).
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We want to construct an L∞[1]-isomorphism from (A[1], {πk}) to (A[1], {µk}).
The idea is to apply the key remark 1.2.38 in section 1.2.4, i.e. to construct the
sought isomorphism as the exponential of a degree 0 coderivation. Denote by
Qπ the codifferential on S≥1(A[1]) corresponding to (A[1],π). For any degree
0 linear map p : S≥1(A[1])→ A[1] such that eCp converges, we know that

• eCp ◦ Qπ ◦ e−Cp is a new codifferential, which corresponds to a new
L∞[1]-algebra structure π′ on A[1];

• eCp corresponds to an L∞[1]-isomorphism f from (A[1],π) to (A[1],π′).

The explicit formulae for π′ and f were given in Remark 1.2.38. We will show
that p can be chosen in such a way that π′ = µ, at least when n ≤ 4.

In the following we will employ the straightforward extension of the pairing
operator 〈·, ·〉− of §4.3.1 from X(M) ⊕ Ωn−1(M) to the whole graded vector
space V. (In the terms of remark 4.2.3, one can equivalently say that we are
considering the restriction of 〈·, ·〉− from Ṽ to V.)
The following proposition implies immediately the first part of theorem 4.4.1.
The proof relies on our previous computations about π and µ in terms of the
Nijenhuis–Richardson products (see sections 4.2.2 and 4.3.3).

Proposition 4.4.5. Let n ≤ 4. Let p : S≥1(A[1])→ A[1] be the degree 0 linear
map given by17

p = c1〈 , 〉+ c2〈 , 〉J〈 , 〉+ c3〈 , 〉J〈 , 〉J〈 , 〉

for c1 = −1, c2 = − 1
6 , c3 = 0, where J denotes the operation introduced in eq.

(1.24). Then
π′ := π + [p,π]J + 1

2! [p, [p,π]J]J + . . . (4.36)

agrees with µ.

Remark 4.4.6. Although proposition 4.4.5 is phrased only for n ≤ 4, we
make some remarks that hold for arbitrary n and for any linear map p =∑n−1
i=1 ci〈 , 〉J i with arbitrary string of coefficients c1, . . . , cn−1.

a) For every k ≥ 1, the component π′k = π′|Sk(A[1]) is a finite sum: more
precisely, only the first k summands on the r.h.s. of eq. (4.36) contribute to it.
The reason is that p1 = 0 by definition, and the only non-vanishing component
of the maps pi Jπj and πj J pi is the component defined on Si+j−1(A[1]).

b) The elements of A[1] of maximal degree are those of degree −1, and are
those lying in (Ωn−1

Ham(M,ω))∆[1]. We now make some considerations about the
17Thus p = −〈 , 〉 − 1

6 〈 , 〉 J〈 , 〉.
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vanishing of π′k when applied to homogeneous elements of A[1] of lower degree
(by which we mean: of degree that is non-maximal, i.e. ≤ −2). First notice the
following, where pk = p|Sk(A[1]):

• p1 = 0 .

• for k ≥ 2: pk applied to homogeneous elements of A[1] might be non-
vanishing only when all but possibly one elements are in degree −1. The
result is a lower degree element.

• for m ≥ 2: πm applied to homogeneous elements of A[1] might be non-
vanishing only when all elements are in degree −1. The result is a lower
degree element, except in the case of π2.

As a consequence, for all k ≥ 2 we have:

i) [pk,π2]J applied to homogeneous elements of A[1] might be non-vanishing
only when all but possibly one elements are in degree −1.
The same holds for iterated brackets [pk1 , . . . , [pkl ,π2]J]J.

ii) for m ≥ 3, [pk,πm]J applied to homogeneous elements of A[1] might be
non-vanishing only when all elements are in degree −1.
The same holds for iterated brackets [pk1 , . . . , [pkl ,πm]J]J.

We consider separately the case of iterated brackets involving π1. Notice that
π1(ξ) is a degree −1 element only when ξ ∈ A[1] has degree −2. In that case

π1(ξ) =
(

0
dξ

)
∈ (Ωn−1

Ham(M,ω))∆[1], i.e. the vector field component vanishes.
Further for k ≥ 2, refining a statement above, results that pk applied to elements
of A[1] may be non-vanishing only if all but possibly one entries are are in
degree −1 with non-vanishing vector field component. Consequently we have:

iii) [pk,π1]J applied to homogeneous elements of A[1] might be non-vanishing
only when all but possibly one elements are in degree −1.
The same holds for iterated brackets [pk1 , . . . , [pkl ,π1]J]J.

The conclusion we draw from i), ii), iii) is that the L∞[1]-algebra structure π′

on A[1], defined as in eq. (4.36), has the following property: the evaluation of
multibrackets with arity k ≥ 2 on homogeneous elements might be non-vanishing
only when all but possibly one elements are of top degree (i.e. degree −1). Notice
that the L∞[1]-algebra associated to the ω-twisted Vinogradov algebroid has
the same property, as recalled in Remark 4.3.12.
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Proof of proposition 4.4.5. We write out explicitly the first πk’s:

π′1 = π1

π′2 = π2 + [p2,π1]J

π′3 = π3 + [p3,π1]J + [p2,π2]J + 1
2[p2, [p2,π1]J]J

π′4 = π4 + [p4,π1]J + [p3,π2]J + [p2,π3]J

+ 1
2[p3, [p2,π1]J]J + 1

2[p2, [p3,π1]J]J + 1
2[p2, [p2,π2]J]J+

+ 1
6[p1, [p1, [p1,π1]J]J]J.

We now compute explicitly the right-hand sides. According to proposition
4.3.17, one has that

π′2 = π2 + c1[〈·, ·〉,π1]J
equals µ2 if and only if c1 = −1. Similarly, according to proposition 4.2.6, one
has

π′3 = π3 + c2[〈·, ·〉J 2
,π1] + c1[〈·, ·〉,π2] + c21

2 [〈·, ·〉, [〈·, ·〉,π1]]

= π3 + c2[〈·, ·〉J 2
,π1] + c1

(
2 + c1

2

)
[〈·, ·〉,π2],

and this equals µ3 if and only if c1 = −1 and c2 = −1/6, by proposition 4.3.19.
Every even multibracket in the Vinogradov’s L∞-algebra with arity greater
than 2 is trivial, in particular µ4 = 0. On the other hand, proposition 4.2.7
implies that

π′4 =π4+

+ c1 〈·, ·〉Jπ3 + c2 〈·, ·〉J 2
Jπ2 + c3[〈·, ·〉J 3

,π1]+

+ c21
2 [〈·, ·〉, 〈·, ·〉Jπ2] + c1c2

2

(
[〈·, ·〉J 2

, [〈·, ·〉,π1]] + [〈·, ·〉, [〈·, ·〉J 2
,π1]]

)
+

+ c31
6 [〈·, ·〉, [〈·, ·〉, [〈·, ·〉,π1]]] =

=
(

1 + 2c1 + 3
2c

2
1 + c31

2

)
π4+

+ (c2 + c1c2)[〈·, ·〉J 2
,π2]
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+ c3[〈·, ·〉J 3
,π1].

Substituting the values of c1 and c2 just found implies that

π′4 = c3[〈·, ·〉J 3
,π1]

hence, π′4 = 0 when c3 = 0.

Proof of theorem 4.4.1. We apply remark 1.2.38 to the L∞[1]-algebra (A[1],π)
as indicated at the beginning of this subsection, choosing p : S≥1(A[1])→ A[1]
as in proposition 4.4.5. Notice that p satisfies the condition explained in Remark
1.1.7, hence eCp is convergent. Thanks to proposition 4.4.5, we just have to
make explicit the L∞-isomorphism f : (A[1], {πk})→ (A[1], {µk}) provided by
remark 1.2.38.
Due to the restriction n ≤ 4, we know that A[1] is concentrated in degrees
−4, . . . ,−1. Since 〈·, ·〉 : S2(A[1])→ A[1] has degree zero, we have 〈·, ·〉J 4 = 0.
Computing pJ 2 = 〈·, ·〉J 2 + 1

3 〈·, ·〉
J 3 and pJ 3 = −〈·, ·〉J 3 we obtain

f = prA[1] + p+ 1
2!p
J 2 + 1

3!p
J 3 =

= prA[1] − 〈·, ·〉+
1
3 〈·, ·〉

J 2
.

Applying the décalage isomorphism (1.22), and a fortiori of remark 4.2.3, we
obtain an L∞-isomorphism Φ: (A, {πk})→ (A, {µk}).

Remark 4.4.7. We expect to be able to extend proposition 4.4.5 to arbitrary
values of n. Thanks to Remark 4.4.6 b), to do so it suffices to apply π′ on
strings of elements of A[1] which are of maximal degree except for possibly one.

For the resulting L∞-isomorphism Φ: (A, {πk}) → (A, {µk}), extending
theorem 4.4.1, we expect each component Φk to be given as in eq. (4.49)
in the next section. This expectation is suggested by the proof of theorem 4.5.1.

4.5 Gauge transformations

Given two n-plectic forms ω and ω̃ on the same manifold M , we say that the
two are gauge related if there exists a n-form B such that

ω̃ = ω+dB ,
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i.e. if they lie in the same de Rham cohomology class. Recall that in section 2.5
we already described the relationship between the homotopy comomentum maps
pertaining to a group action that is multisymplectic with respect to two gauge
related n-plectic form. The aim of this section is to show that the L∞-embedding
constructed in corollary 4.4.3 is compatible with gauge transformations, see
theorem 4.5.1.

4.5.1 Vinogradov algebroids and gauge transformations

Let ω and ω̃ = ω + dB be gauge-related closed (n+ 1)-forms on M . The two
corresponding twisted Vinogradov algebroids (En, ω) and (En, ω̃) are isomorphic.
Indeed, the vector bundle isomorphism

τB : En = TM ⊕ Λn−1T ∗M En ,(
X
α

) (
X

α+ ιXB

)
=
(
X
α

)
+
(

0
ιXB

) ,

preserves the anchor ρ, the pairing 〈·, ·〉−, and maps the bracket [·, ·]ω to [·, ·]
ω̃
.

(Cf. remark 4.3.7).
Hence this bundle isomorphism induces a strict L∞-isomorphism at the level of
the corresponding Vinogradov’s L∞-algebras (c.f. [Zam12, Prop. 8.5]) given by

(τB)m =
{
idV +ιρ(·)B m = 1
0 m ≥ 2

.

Notice that there is a natural diagram in the category of L∞-algebras

L∞(M,ω) L∞(En, ω)

L∞(M, ω̃) L∞(En, ω̃)

Ψ

τB

Ψ

(4.37)

where the horizontal arrows are the extensions of the Rogers’s embedding
constructed in corollary 4.4.3 (for n ≤ 4), which, in particular, are given by
formulae that do not depend on the multisymplectic form ω or ω̃.
When considering two gauge-related multisymplectic manifolds, it is not possible
to define a canonical L∞-morphisms between the two corresponding observables
L∞-algebras18. In particular there is no canonical way to close this diagram

18The two objects are already substantially different at the level the underlying vector
space. An Hamiltonian form with respect to ω is not in general Hamiltonian with respect to
ω̃.
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on the left to give a commutative square. In what follows, we will look for a
suitable pullback g in the category of L∞-algebras:

g L∞(M,ω)

L∞(M, ω̃) L∞(En, ω) ∼= L∞(En, ω̃)

y
Ψ

Ψ

4.5.2 Commutativity

Consider an infinitesimal action v : g → X(M) preserving the n-plectic form
ω. Suppose that B ∈ Ωn(M) is also preserved, and that ω̃ := ω + dB is
non-degenerate. Further, assume there exists a homotopy comoment map
(f) : g→ L∞(M,ω) for ω. Then we obtain a homotopy comoment map (f̃) for
ω̃, by Lemma 2.5.5 of section 2.5.

We will show that the diagram (4.37) can be completed to a commutative
pentagon, at least when n ≤ 4.
Theorem 4.5.1. Assume that n ≤ 4. The following diagram of L∞-algebra
morphisms commutes, where Ψ is the morphism introduced in corollary 4.4.3.

L∞(M,ω) L∞(En, ω)

g

L∞(M, ω̃) L∞(En, ω̃)

Ψ

τB

f

f̃ Ψ

(4.38)

We interpret this commutativity by saying that the twisting of the homotopy
comoment moment map by B is compatible with the twisting of the Vinogradov
algebroid.

For the proof of theorem 4.5.1 we make use of the strict isomorphism
L∞(M,ω) ∼= (A, {πk}) (see equations (4.12) and (4.13)), given by the identity
in negative degrees, and α 7→

(
Xα
α

)
in degree zero.

The commutativity of diagram (4.38) is then equivalent to the commutativity
of this diagram, where Φ is the L∞-morphism constructed in theorem 4.4.1.

(A, {πk}) L∞(En, ω)

g

(Ã, {π̃k})) L∞(En, ω̃)

Φ

τB

f

f̃ Φ

(4.39)
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Remark 4.5.2. All the arrows involved in diagram (4.39) can be expressed in
terms of the pairing 〈·, ·〉− and the operation C defined in eq. (1.20):

Φm =
{
idA m = 1
ϕm 〈·, ·〉C(m−1)

− m ≥ 2
(4.40)

(τB)m =
{
idA −2 〈B, ·〉− m = 1
0 m ≥ 2

(4.41)

(f)m =

f1 : ξ 7→
(

vξ
f1(ξ)

)
∈ A0 m = 1

fm m ≥ 2
(4.42)

(f̃)m =
{
f1 − 2 〈B, ·〉− ◦ f1 m = 1
fm − dm

(
〈·, ·〉C(m−1)

− C〈B, ·〉−
)
◦ f⊗m1 m ≥ 2.

(4.43)

The coefficients ϕm for Φm are provided by theorem 4.4.1, which holds for n ≤ 4:
they are given by ϕ2 = −1, ϕ3 = 1

3 , and ϕm = 0 for m ≥ 4. The coefficients
dm are given by

dm =
(

2m
m!

)
,

as follows from lemma 2.5.5, lemma 4.2.9 and remark 4.2.10 noting that
bm(x1, . . . xm) = ς(m+ 1)ιvxn . . . ιvx1

B =

= −
(
ς(m+ 1)ς(m)2m

m!

) (
〈·, ·〉C(m)

−

)
◦
(
B ⊗ f⊗m1

)
=

= −2m
m!

(
〈·, ·〉C(m−1)

− C〈B, ·〉−
)
◦ f⊗m1 .

(4.44)

4.5.3 Proof of Theorem 4.5.1

In this subsection we provide the proof of theorem 4.5.1. The condition n ≤ 4
will be used only at the very end.

To ascertain the strict commutativity of diagram (4.39) one has to make sure
that

(τB ◦ Φ ◦ f)m − (Φ ◦ f̃)m = 0 ∀m ≥ 1 .
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The case m = 1 is straightforward:

(τB ◦ Φ ◦ f)1 − (Φ · f̃)1 = (τB)1 ◦ Φ1 ◦ f1 − Φ1 ◦ f̃1 =

= (τB)1 ◦ f1 − f1 + 2〈B, ·〉− ◦ f1 =

= 0 .

Alternatively, one can adapt the argument given for the symplectic case n = 1
in remark 4.1.29.

Now let m ≥ 2. Since τB is a strict morphism and (τB)1 acts as the identity on
any element of A in degree different than 0, the higher cases requires to check
that

(Φ ◦ f)m − (Φ ◦ f̃)m = 0.

Recall now the explicit expression for the composition of of two L∞-morphisms
in the skew-symmetric framework (obtained by working out definition 1.2.26
together with remark 1.1.2) :
Reminder 4.5.3. Given two L∞-morphisms f : V → V ′ and g : V ′ → V ′′ , the
components of their composition g ◦ f are

(g ◦ f)m =
m∑
`=1

g` ◦S`,m(f) (4.45)

where the operator S`,m(f) is the component ⊗mV → ⊗`V ′ of the lift of f to
a coalgebra morphism T (V )→ T (V ′) . Explicitly,

S`,m(f) =

 ∑
k1+···+k`=m
1≤k1≤···≤k`

(−)
∑`−1

i=1
(|fki |)(`−i)(fk1 ⊗ · · · ⊗ fk`) ◦ P<k1,...,k`

 ,

with P<k1,...,k`
denoting the sum over all the (odd) action of permutations σ in

(k1, · · · , k`)-unshuffles on V ⊗(k1+···+k`) satisfying the extra condition

σ(k1 + · · ·+ kj−1 + 1) < σ(k1 + · · ·+ kj + 1) if kj−1 = kj .

Thanks to remark 4.4.2, equation (4.45), defining the the composition of L∞-
morphisms, takes the simpler form

(Φ ◦ f)m = Φm ◦ f⊗m1 +
[
m−1∑
`=1

Φ` ◦
(
f
⊗(`−1)
1 ⊗ fm−`+1

)
◦ P`−1,m−`+1

]
,
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and similarly for (Φ ◦ f̃)m. Observe now that one can compare the images of
two gauge related homotopy comomentum maps (f) and (f̃) by viewing them
as elements in V in virtue of the diagram (yet to proven to be commutative):

g L∞(M,ω) (A, π) L∞(En, ω)

L∞(M, ω̃) (Ã, π̃)

f

f̃

∼=

∼=

For instance, fixing ξ ∈ g, one could conclude that

f̃(ξ)− f(ξ) =
(

0
ιvξB

)
= b1(ξ)

and read it as an element lying in the kernel of the anchor ρ, i.e. the map that
projects onto the vector fields component of any given Hamiltonian pair. In
particular one could make sense of the following equation:

Φm ◦ f̃⊗m1 − Φm ◦ f⊗m1 = Φm ◦
(
f̃⊗m1 − f⊗m1

)
.

According to remark 4.4.2, all terms in the r.h.s. of the above equation which
involve more than one occurrence of b1 vanish by degree reasons19, thence

Φm ◦ f̃⊗m1 − Φm ◦ f⊗m1 =
m−1∑
`=0

Φm ◦
(
f
⊗(m−1−`)
1 ⊗ b1 ⊗ f⊗`1

)
=

= Φm ◦
(
f
⊗(m−1)
1 ⊗ b1

)
◦ Pm−1,1 .

Summing up, we conclude that

(Φ◦f)m−(Φ◦ f̃)m = −
[
m∑
`=1

Φ` ◦
(
f
⊗(`−1)
1 ⊗ bm−`+1

)
◦ P`−1,m−`+1

]
. (4.46)

The following lemma allows to compute the summands on the right-hand side
of equation (4.46), using equation (4.40) to write Φ` = ϕ` ◦ 〈·, ·〉C(`−1)

− .

Lemma 4.5.4. For all ` ≥ 1 we have

〈·, ·〉C `−1
− ◦

(
f
⊗(`−1)
1 ⊗ bm−`+1

)
◦ P`−1,m−`+1 =

(
m

`− 1

)[
(`− 1)!

2`−1

]
· bm

where
(
m
`−1
)
is the Newton binomial.

19Φm is constructed out of the pairing. The cancellation of these terms happens since they
involve m− 1 contractions with less than m− 1 non-trivial vector fields.
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Proof. Recall that bm = −dm
(
〈·, ·〉C(m−1)

− C〈B, ·〉−
)
◦ f⊗m1 (see eq. (4.44)).

We use this in the first and last equalities below, to write the left-hand side
above as

(l.h.s.) =

= −dm−`+1 · 〈·, ·〉C(`−1)
− ◦

(
1`−1 ⊗

(
〈·, ·〉C(m−`)

− C〈B, ·〉−
))
◦ P`−1,m−`+1 ◦ f1

⊗m =

= −(−)(`−1)(m−`) dm−`+1·

·
[
〈·, ·〉C(`−1)

− ◦
((
〈·, ·〉C(m−`)

− C〈B, ·〉−
)
⊗ 1`−1

)
◦ Pm−`+1,`−1

]
◦ f1

⊗m =

= −(−)(`−1)(m) (−)(`−1)(|B|−k−1−m+`) dm−`+1 ·
(
〈·, ·〉C(m−1)

− C〈B, ·〉−
)
◦ f1

⊗m =

= dm−`+1

dm
· bm .

The sign term in the second equality comes from noting that, for any graded
b-multilinear map νb on the graded vector space V , one has

1a ⊗ νb = (−)a(b+1) C(a+1) ◦ (νb ⊗ 1a) ◦ C−1
(a+b),

where Cj(i) denotes the odd action of the cyclic permutation on V ⊗i repeated j
times. The sign term in the third equality comes from the sign convention in
the definition of C.
Finally, the claim now follows from an explicit computation of the coefficients

dm−`+1

dm
= 2m−`+1

(m− `+ 1)!
m!
2m = 1

2`−1
m!

(m− `+ 1)! =
(

m

`− 1

)
(`− 1)!

2`−1 .

Thanks to Lemma 4.5.4, we can write eq. (4.46) as follows, for any m ≥ 2:

(Φ ◦ f)m − (Φ ◦ f̃)m = −
[
m∑
`=1

(
m

`− 1

)
(`− 1)!

2`−1 ϕ`

]
◦ bm (4.47)

where ϕ1 = 1.

Observe now that the Bernoulli numbers Bk, given B0 = 1, are completely
defined by the the following summation formula for all m ≥ 2 (see for instance
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[Tak09][Wei]):
m−1∑
j=0

(
m

j

)
Bj = 0. (4.48)

Using this recurrence relation, it is clear that the r.h.s. of equation (4.47)

vanishes provided the coefficients ϕ` in eq. (4.40) are such that (`− 1)!
2`−1 ϕ` =

B`−1 for ` = 1, . . . ,m.

We conclude that diagram (4.39) commutes provided the following equation
holds true for any k ≥ 2:

Φk =
(

2k−1

(k − 1)!Bk−1

)
◦ 〈·, ·〉C(k−1)

− , (4.49)

The following table displays the values of the coefficient for low values of k:

k 1 2 3 4 5 6 7 8 9 10
ϕk = 2k−1

(k−1)!Bk−1 1 -1 1/3 0 -1/45 0 2/945 0 -1/4725 0

In theorem 4.4.1 we proved that equation (4.49) holds true for k = 2, 3, 4 when
n ≤ 4.
This concludes the proof of theorem 4.5.1.





Chapter 5

Hydrodynamical HCMM and
linked vortices

In this chapter, we discuss some applications of multisymplectic techniques in
a hydrodynamical context. The possibility of applying symplectic techniques
therein ultimately comes from Arnol’d’s pioneering work culminating in the
geometrization of fluid mechanics ([Arn66, AMM78, AK98, MW83]). In
particular, in this connection we may mention the paper [RR75], with its
symplectic reinterpretation [PS89, PS92, PS00], and the general portrait
depicted in [Bry93]. Here we wish to apply some recently emerged concepts
in multisymplectic geometry (mostly building on [CFRZ16, RWZ20, RW19])
and construct an explicit homotopy comomentum map ([CFRZ16]) in a
hydrodynamical setting, leading to a multisymplectic interpretation of the so-
called higher order linking numbers, viewed à la Massey ([PS02, Spe06, HT12]).
The construction is generalized to cover connected compact oriented Riemannian
manifolds (with a specified volume form) having vanishing intermediate de Rham
groups. Moreover, a covariant phase space interpretation of the multisymplectic
setting is outlined.

We make clear from the outset that our constructions, together with the covariant
phase space portrait, will not adhere to the standard multisymplectic approach
to continuum mechanics set forth e.g. in [GIM+98, MPSW01] but they will be
based instead on the peculiar structure of an ideal fluid, whose configuration
space is the “Lie group" of diffeomorphisms preserving a volume form, which
will be directly taken as a multisymplectic form ([CID99]).
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The content of this chapter is a joint work with Mauro Spera appeared in
[MS21] and [MS20].

The layout of the chapter is the following. First, in Section 5.1, we give an
example of homotopy comomentum map in fluid mechanics - in the sense
of Callies-Frégier-Rogers-Zambon ([CFRZ16]) - transgressing to Brylinski’s
symplectic structure on loop spaces and descending, in turn, to the manifold of
smooth oriented knots, see [Bry93, BS06] and below for precise definitions.
We briefly discuss the (non-)equivariance of the above construction with
respect to the group of volume-preserving diffeomorphisms of 3-space and
we outline a generalization thereof in a Riemannian framework, signalling
potential topological obstructions. Moreover, covariant phase space aspects
will be analysed. In Section 5.2 we prepare the ground for the forthcoming
applications by depicting a hydrodynamical multisymplectic portrait of basic
knot theoretic objects, used, in Section 5.3, to reinterpret the Massey higher
order linking numbers in multisymplectic terms: the 1-forms appearing in the
hierarchical Massey construction (viewed, in turn, differential geometrically à
la Chen) provide an example of first integrals in involution in a multisymplectic
framework. Appropriate background material is provided within the various
sections in order to ease readability.
Remark 5.0.1 (Hydrodynamical brackets). In this chapter, we are slightly
departing from the hydrodynamical bracket convention employed in [MS21]. In
that convention, the infinitesimal action pertaining to a left action is an anti-
homomorphism, and the Lie bracket on the space of vector fields X(M) = Γ(M)
is given by minus the standard one (see [AK98, pag. 6]). In the convention
employed throughout this text, the Lie bracket of vector fields is the standard
one; in particular, LXY = [X,Y ] for any X,Y ∈ X(M).

5.1 Multisymplectic geometry and hydrodynamics
of perfect fluids

By hydrodynamics we mean the discipline study the motion of liquids; it can be
seen as a branch of fluid mechanics and, in turn, of continuum mechanics. In
what pertains to us, we will only focus on the specific ideal model embodied
by the perfect, inviscid, incompressible continuous medium (fluid) in space, e.g.
water in ideal conditions.

In a rather general stance, fluid mechanics can be framed in the context of
Riemannian geometry regarding the displacement of a bulk of material at a
given time as a submanifold B, possibly with a regular boundary ∂B, embedded
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Figure 5.1: Spatial displacement of a continuous bulk in the Euclidean space.
(Wikimedia Commons)

into the Riemannian "physical" space (M, g) (see Figure 5.1). Given a generic
fluid system, its kinematics can be encoded by a "mass density" function ρ and
a "velocity field" u, to be thought of as distributional sections in the sense of
de Rham (see Remark 5.2.2). In the case that the fluid fills the whole ambient
space and turbulence phenomena are negligible, this quantities can be seen as
honest smooth objects ρ ∈ C∞(M) and u ∈ X(M).
The dynamics can therefore be formulated through evolutionary equations
involving this pair of quantities. As far as we are concerned, we will only be
interested in the following example:
Example 5.1.1 (Ideal fluids dynamics). The dynamics of an ideal fluid occupying
an open region Ω ⊂M , with a regular boundary ∂Ω, is ruled by the following
system of equations: 

∂u
∂t +∇uu = −∇P

div(u) = 0 in Ω

u · n̂ = 0 on ∂Ω

, (EE)

called Euler equation, where ∇ denotes the Levi-Civita connection, u is the
velocity field of the fluid and P is a function encoding the force exerted on an
infinitesimal element of the fluid by its surroundings (pressure).

An alternative description of continuous systems, more akin to the framework
of geometric mechanics, can be achieved as follows. Note that, if one fixes
a reference displacement κ0 : B ↪→ M of a given continuous system, any
other spatial configuration can be encoded by a diffeomorphism F = κt · κ−1

0 :
M → M (see again Figure 5.1). In other words, the configuration space of
said continuous system, i.e. the set of all its spatial displacements (not to
be confused with the "physical states" of the system), is given by a suitable
"Lie" subgroup Q ⊂ Diff(M). As it is often done, we shall gloss over analytic
subtleties coming from the infinite dimensionality of the group Diff(M) (see
e.g. [Arn66, AK98, EM70, KM97] for more information). We just recall here

https://commons.wikimedia.org/wiki/File:Displacement_of_a_continuum.svg
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that Diff(M) is a regular Lie group in the sense of Kriegl-Michor [KM97, 43.1]
and that its associated exponential map is not even locally surjective (a quite
general phenomenon). Further details can be found in the survey [Rog05].
Two notable examples are given by the rigid body and the incompressible
fluid filling the whole three-dimensional Euclidean space. In these cases, the
configuration spaces are given respectively by the space of Euclidean isometries
Iso(R3) ∼= R

3 oSO(3) and the group of volume-preserving diffeomorphisms
sDiff(R3).
Formally speaking, physical states of a fluid mechanical system should be given
by a point in the tangent bundle of Q (or in the cotangent bundle when adopting
the Hamiltonian framework). Namely, fixed a spatial displacement F ∈ Q, a
vector v ∈ TFQ can be thought of as vector field over M integrating to an
infinitesimal flow sitting in Q.
In this framework, the Euler equation given in Example 5.1.1 can be deduced as
an extremal of a certain Lagrangian (see for instance [AK98, AMM78, KM97])
and its solutions can be recast as geodesics pertaining to a right-invariant metric
on the group Diff(M) (see [AK98] or [KMM20, Appendix A]).

In a preprint appeared in 1998 [GIM+98], Gotay, Isenberg, Marsden,
Montgomery, Sniatycki and Yasskin introduced a recipe to associate to any
classical (relativistic but not quantum) first order field theory a multisymplectic
manifold called multiphase space. This construction mimics the well-known
prescription of an ordinary phase space starting from an associated configuration
space, which is usually done in the case of point-like particles, in the context of
continuous mechanics. (See section 5.1.4 for further details.)
In particular, this would also apply to any ideal fluid system. In the following,
however, we will not adhere to this construction. Instead, we will focus on the
other "multisymplectic" feature peculiar of ideal fluid systems; more specifically,
our key point will be that their configuration space is a Lie group consisting of
multisymplectic (i.e. preserving a multisymplectic form) diffeomorphisms.

5.1.1 The hydrodynamical Poisson bracket

In the present subsection we briefly review, for motivation and further
applications, the symplectic geometrical portrait underlying the theory of
hydrodynamics in its simplest instance. Namely we will focus on the free motion
of an ideal fluid filling the standard "physical" space. More concretely, let us
assume the following conditions:

• The ambient space is given by M = R
3 taken with the standard volume

form ν = dx ∧ d y ∧ d z.
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• The configuration space is given by the "Lie" group G = sDiff(R3) of
volume-preserving diffeomorphisms of R3.

• The dynamics is ruled by equation (EE) with P = 0.

We denote by g the (infinite dimensional) Lie subalgebra of X(R3) consisting
of divergence-free vector fields on R3. These are the vector fields integrating
to volume-preserving diffeomorphisms. In this sense g is the “Lie algebra" of
the “Lie group" G. It is customary to tacitly assume that our fields rapidly
vanish at infinity. This is justified by the physical assumption that the motion
of the system is localized in a finite region of the ambient space. Such condition
ensures that convergence problems are avoided and boundary terms are absent.
Briefly, we also assume the following:

g := sdiff0 (R3) =

=
{
X ∈ X(R3) | divX = 0, rapidly vanishing at ∞

} . (5.1)

It is crucial to observe that equation (EE) is exclusively stated in terms of
the velocity field of the system, hence the physical states of the system are
completely encoded by g (this can be expected a priori since the incompressibility
condition would imply that the density function must by a constant.)
Remark 5.1.2 (Vorticity). Euler evolution can be read, among others, in the
so-called vorticity form: {

∂w
∂t = [w,u]

w = curl (u)
(5.2)

We call w = curlu the vorticity field pertaining to the velocity field u ∈ g
(hence divergence-free).
Recall also the standard result about vector analysis in R3 that the Lie bracket
of two divergence vector field can be expressed via the curl of their cross product

[v,w] = −curl(v×w) . (5.3)

Following e.g. [AK98], we shall consider the so-called regular dual g∗ of g
consisting of all 1-forms modulo exact 1-forms:

g∗ := Ω1(R3)/dΩ0(R3) (5.4)

together with the standard pairing (ω ∈ g∗, ξ ∈ g)

(ω, ξ) =
∫
〈ω(x), ξ(x)〉 d3x.
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Observe that this is different from the the full topological dual that, in principle,
would contain also suitable genuine distributional elements as well (i.e. currents,
in the sense of de Rham, see [dR55] and remark 5.2.2 below).
Theorem 5.1.3 ([AK98, Av80, MW83, PS89, PS92, PS00, Spe16]). The
(regular) dual g∗ is naturally interpreted as a Poisson manifold with respect to
the hydrodynamical Poisson bracket (Arnol’d –Marsden-Weinstein Lie-Poisson
structure)

{F,G}([v]) =
∫
R3

〈
v,
[
δF

δv ,
δG

δv

]〉
d3 x (5.5)

with v ∈ g (velocity field), w := curl v, its vorticity, with [v] denoting the
“gauge" class of v: [v] = {v +∇f}.

The Euler evolution, given for instance by equation (5.2), is naturally volume-
preserving and it also preserves the symplectic leaves of g∗ given by the G-
coadjoint orbits O[v] ≡ Ow. The symplectic structure on Ow, given by the
celebrated Kirillov-Kostant-Souriau (KKS) construction ([Kir01, Kos70, Sou70]),
is explicitly given by

ΩKKS([v])(ad∗b([v]), ad∗c)([v]) =
∫
R3
〈v, [b, c]〉 d3x =

=
∫
R3
〈w,b× c〉 d3x

with the coadjoint action reading, explicitly, up to a gradient (not influencing
calculations)

ad∗b(v) = −w× b (≡ ad∗b([v]) .

The Hamiltonian algebra Λ pertaining to Ow consists of the so-called Rasetti-
Regge currents originally introduced in [RR75] and further developed in [PS89,
PS92, PS00, Spe16, Bry93]:
Definition 5.1.4 (Rasetti-Regge currents algebra). We call Rasetti-Regge
current pertaining to a given b ∈ g the linear function λb in the topological
dual of g given by

λb : g R

v
∫
R3
〈b,v〉 d3x =

∫
R3
〈B, curl(v)〉 d3x

where B ∈ X(R3) is an arbitrary vector field such that curl(B) = b.
We call Rasetti-Regge currents algebra the vector space Λ = {λb}b∈g endowed
with the skew-symmetric bilinear structure {·, ·} given by

{λb, λc} = λ[b,c] ∀ b, c ∈ g .
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Theorem 5.1.5 ([PS92]). (i) Λ is a Lie algebra and the map

λ : g Λ
b λb

gives a G-equivariant co-momentum map. (Observe in particular that
δλb
δv = b).

(ii) The Euler equation (EE) can be recast in term of the following Hamilton
equation

∂t λb = −〈H,λv〉

with Hamiltonian given by H(v) = 1
2 〈v,v〉.

Remark 5.1.6 (Helicity). We call helicity, pertaining to an ideal fluid with
velocity v and vorticity w = curl v in R3, the quantity

H =
∫
R3
〈v,w〉d3 x =

∫
R3
v ∧ dv d3 x

where the last expression is the differential form counterpart.
Helicity is preserved along the Euler evolution of the fluid [MR92]:

∂tH = ∂t

∫
〈v,w〉 =

=
∫
〈∂tv,w〉+

∫
〈v, ∂tw〉 =

= − {H,λw}+
∫
〈v, [w,v]〉 = 0 .

Singular vortices

The preceding portrait carries through to the singular vorticity case, in particular
when the vorticity field is δ-like and concentrated on a two-dimensional patch
or -possibly knotted- filament. We like to stress that the latter hydrodynamical
configurations have been extensively studied and are recently proved to exists
both analytically [EPS15] and experimentally [KI13]. It is crucial to observe
that the support of the vorticity w of an ideal fluid is preserved along the
motion in the sense that supp(w(0)) and supp(w(t)) are diffeomorphic for any
time t.

When dealing with the embeddings of loops in the Euclidean space we will make
use of the following nomenclature due to Brylinski:
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Figure 5.2: Experimental realization of a knotted vortex in water. (Klenecker
& Irvine [KI13])

Notation 5.1.7 (Loop spaces and Brylinski manifolds). Let M be a smooth,
paracompact, oriented manifold of dimension n. (Throughout all this chapter
we will mostly assume M = R

3.)

• We call (free) loop space the set of smooth maps from the circle into
the manifold, it will be denoted by LM = C∞(S1,M). This set can be
made into a (infinite dimensional) smooth Fréchet manifold modelled
on the topological vector space C∞(S1,Rn) (which is Lindëlof and
paracompact)[Bry93, §3.1]. One can make sense of the tangent space to a
γ ∈ LM as

TγLM = C∞(S1, γ∗TM) = Γ∞(γ∗TM) .

Observe that the Lie1 group sDiff(S1) of oriented diffeomorphisms of S1

acts smoothly and on the right on LM via precomposition. This action,
determines all possible re-parametrization of a given loop.

• We call space of mildly singular knots the subset X̂ ⊂ LM consisting of
immersions γ which have the property to induce an embedding of S1 \A,
for A a finite subset of S1, and such that the branches of γ at any distinct
points x1 and x2 of A have at most finite-order tangency.

• We call Knot space of M the subset X ⊂ X̂ consisting of bona fide
embeddings. (When M = R

3, the image of γ ∈ X is called knot and
γ : S1 → R

3 is called a parametrization.)
1Given a manifold M with a volume form Ω, sDiff(M,Ω) is a bona fide Lie group at

least in the case that M is compact [Mol07, prop. 2.1]. In particular, sDiff(S1) is a rather
well-behaved Lie group, modelled on a Fréchet space. When M is a non-compact manifold,
things are more subtle.

https://www.nature.com/articles/nphys2560
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• We call space of oriented singular knots and space of oriented knots in M
the quotients Ŷ = X̂/ sDiff(S1) and Y = X/ sDiff(S1) respectively. Note
that Ŷ is taken with a Fréchet structure such that the projection X̂ → Ŷ
is a sDiff(S1)-principal bundle. Thence, Y is an open subset of Ŷ such
that the projection X → Y is a locally trivial sDiff(S1)-principal bundle.

Considering the case of vorticity concentrated on a knot in (smooth embedded
loops modulo orientation-preserving reparametrizations in R3), we ultimately
retrieve the symplectic structure ΩY on the the Brylinski manifold Y (see
[Bry93, BS06] for more details):

ΩY (·, ·)(γ) :=
∫
γ

ν(γ̇, ·, ·) =
∫
γ

〈γ̇, · × ·〉 . (5.6)

Indeed, given a volume form ν on a 3-dimensional M , one gets, by transgression
(see Example 2.6.2), a 2-form Ω on LM via the formula

Ω =
∫
S1
ev∗(ν) , (5.7)

where ev : LM × S1 → M given by ev(γ, t) := γ(t) is the evaluation map of
a loop γ ∈ LM at a point t ∈ S1 ≡ [0, 1]/˜ (endpoint identification) and

∫
S1

denotes integration along the S1-fibres (see [Bry93, §3.5]). More explicitly, given
tangent vectors u and v at γ, the symplectic form reads (c.f. [Bry93], formula 6
- 8, p. 238):

Ωγ(u, v) =
∫ 1

0
ν(γ̇(t), u(t), v(t)) dt (5.8)

(where we set γ̇ = dγ
dt ). The above construction carries through to Y . In this

case, the coadjoint orbits are labelled by the equivalence types of knots (via
ambient isotopies), by virtue of a result of Brylinski[Bry93].
Remark 5.1.8. Rasetti-Regge currents has been originally introduced in the
context of the theory of singular vortices[RR75]. Considering a velocity field
configuration v ∈ g with vorticity w = δγ concentrated on a closed loop
γ : S1 → R3, one could denote the Rasetti-Regge current on the vortex filament
as

λb(γ) := λb(v) =
∫
R3

v · b =
∫
R3

v · curl(B) = −
∫
R3

w ·B = −
∮
γ

B

where B is a vector field such that b = curlB (vector potential of b, see 5.1.14).

5.1.2 A hydrodynamical homotopy comomentum map

In this Subsection we elaborate on the previous discussion by introducing an
explicit homotopy comomentum map (HCMM) emerging in fluid dynamics. We
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ω

v

γ

Figure 5.3: Singular vorticity concentrated on a closed curve γ.

depart from the standard setting since we are going to consider actions of an
infinite dimensional group G = sDiff(R3).
More precisely, we consider an infinitesimal action pertaining to a subalgebra
g of the Lie algebra of G given by equation (5.1). We ought to notice that
the study of the deformation quantization problem for this Lie algebra, carried
out by Claude Roger in [Rog01], brought to the construction of a L∞-algebra
anticipating the one proposed by Chris Rogers in the general multisymplectic
case.

In example 2.2.4, it has been noted how any oriented n-dimensional manifold M
can be interpreted as multisymplectic interpreting a volume form determining
its orientation as a (n-1)-plectic form. In the case we are considering, the volume
form takes the canonical expression ν := dx ∧ dy ∧ dz. Denoting by α the flat
operator pertaining to the multisymplectic form ν (see equation (2.17)), one
has, in coordinates for any ξ = (ξi), that

α(ξ) = ιξν = ξ1dy ∧ dz + ξ2dz ∧ dx+ ξ3dx ∧ dy

which is manifestly bijective.

It is also important to recall that the standard volume on R3 is in particular
coming from a (standard) Riemannian structure. Hence, we have at our disposal
the Hodge ∗ operator which allows us to compare differential forms of different
degree.
Reminder 5.1.9 (Hodge calculus). For the sake of completeness, let us briefly
recall the basic operators involved in the Hodge calculus (the reader can refer
to [War83, KM97] for a complete account).
Recall that, given a n-dimensional vector space V endowed with an inner product
〈·, ·〉, there exists an induced inner product on the skew-symmetric tensor space
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Λ(V ), denoted with the same symbol, given on homogeneous k-vectors by

〈·, ·〉 : ΛpV ⊗ ΛqV R

u1 ∧ · · · ∧ up, v1 ∧ · · · ∧ vq det [〈ui, vj〉] δp,q

and extended by linearity. Considering on the same vector space the orientation,
specified by the volume form ν, induced by the inner product, one can construct
an invertible linear operator ∗ : Λk(V )→ Λn−k(V ) defined completely, for any
0 ≤ k ≤ n, by the following property

α ∧ (∗β) = 〈α, β〉ν ∀α ∈ Λk(V ) .

In particular ∗ ∗
∣∣
Λk(V ) = (−)k(n−k) id.

Given a Riemannian manifold (M, g), oriented with the corresponding
Riemannian volume, such construction can be replicated locally on the tangent
and cotangent space for any points p ∈ M . This yields a well-defined
isomorphism called Hodge dual, or "star",

∗ : Ωk(M) Ωn−k(M)
σ ∗σ

uniquely defined by the following property:

ω ∧ ∗σ = 〈ω, σ〉ν ∀ω ∈ Ωk(M) .

Here 〈ω, σ〉 denotes the smooth function on M given point-wise on p ∈M by
the inner product 〈ωp, σp〉. When M is compact, the integration of the previous
expression defines an inner product on Ωk(M).
Through the Hodge dual it is possible to introduce the following differential
operators:

δ := (−)n(k+1)+1 ∗ ◦ d ◦∗ : Ωk(M)→ Ωk−1(M)

∆ := δ ◦ d + d ◦δ : Ωk(M)→ Ωk(M)

grad := ] ◦ d : C∞(M)→ X(M)

div := −δ ◦ [ = ∗ ◦ d ◦ ∗ ◦[ : X(M)→ C∞(M)

curl := ] ◦ ∗ ◦ d ◦[ : X(M)→ Xn−2(M) ,

where [ and ] denote the Riemannian "musical isomorphisms" associated to the
metric. When M = R

3 these operators assume the more familiar expression
involving the gradient operator ∇.
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Upon introducing the Hodge ∗ relative on (R3, ν), one can easily recast the
operator α as the invertible linear map

α = (∗ ◦ [) : X(R3) Ω1(R3)
ξ ∗(ξ[)

. (5.9)

Then we have, for ξ ∈ g (via Cartan’s formula)

0 = Lξν = dιξν + ιξdν = dιξν = div(ξ) ν

and thus we have an isomorphism g ∼= Z2(R3) (closed 2-forms on R3). This will
be important in the sequel. The above also expresses the fact that ν is a strictly
conserved 3-form (see definition 2.2.27).
We are now ready to give the promised example of homotopy comomentum
map pertaining to the action of sDiff0 on R3.

Theorem 5.1.10 (Explicit HCMM for sDiff0 � (R3, ν)). Consider the
infinitesimal action of v : g → X(R3) concretely given by the inclusion of
divergence free fields in the set of all vector fields. The previous action admits a
homotopy comomentum map (f) with components fj : Λjg→ Ω2−j(R3) given
by

f1 = [ ◦ curl−1

f2 = ∆−1 ◦ δ ◦ µ2

where µ2(p) := f1(∂p) + ι(vp)ω is the term introduced in remark 2.4.11. The
inverse of the vector calculus operators involved, curl and Laplacian ∆ (see
reminder 5.1.9), are to be interpreted as their corresponding Green operators.
Hence they are not unique. In remark 5.1.14 we provide a more explicit
expression for the components fk in the standard coordinates of R3 .

Proof. (1) In this case, the observables are given by a graded vector space
concentrated in degrees −1 and 0,

L = Ω1
ham(R3)⊕

(
Ω0(R3)[1]

)
,

hence, a homotopy comomentum map, consists of a pair of functions:

f1 : g→ Ω1
ham(R3)

f2 : g ∧ g→ C∞(R3)
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sitting in the following (non-commutative) diagram:

Ω3(M)

X(M) Ω2(M)

g Ω1
(ham)(M)

g ∧ g ︸ ︷︷ ︸
HCMM

Ω0(M)

∗

α

[

]

d

∗v

f1

d

∂

f2

d

CE complex Observables

and satisfying the following system of three equations:

d f1(ξ) = −ιξν = −α(ξ) (5.10a)

d f2(ξ1 ∧ ξ2) = f1 ([ξ1, ξ2])− ιξ2ιξ1ν := µ2(ξ1, ξ2) (5.10b)
f2 (∂ξ1 ∧ ξ2 ∧ ξ3) = ιξ3ιξ2ιξ1ν (5.10c)

(Compare with Lemma 2.4.10 fixing, in the case k = 2, ξi ∈ g (i = 1, 2),
p = ξ1 ∧ ξ2, and ∂p = −[ξ1, ξ2].)
The first two equations imply that the components of the homotopy
comomentum map are primitives of the closed forms on the right-hand side.
Closedness of the 1-form µ2(ξ1, ξ2) := f1([ξ1, ξ2])− ιξ1∧ξ2ν can be checked using
lemma 2.1.10, hence

df1([ξ1, ξ2]) = d(ιξ1∧ξ2ν) = −ι[ξ1,ξ2]ν

where ιξ1∧ξ2ν = ν(ξ1, ξ2, ·). According to Poincaré Lemma, such primitives can
always be found but are in principle determined only up to a constant.

Fixing b ∈ g, as noted below remark 5.1.9, equation (5.10a) can be easily recast
as

d f1(b) = − ∗ ◦[ ◦ b .

Inverting the Hodge and flat operators one gets

− ( ] ◦ ∗ ◦ d ◦f1) (b) = b .

Hence, introducing the vector field A = − ] ◦ f1(b), the first component of the
homotopy comomentum map can be given, modulo a constant c1(ξ), by solving
the following equation on smooth vector fields

curlA = b (5.11)
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which is the well-known equation of magnetostatic, see remark 5.1.14 for the
explicit solution.

Applying the δ operator, equation (5.10b) yields that

∆(f2(ξ1 ∧ ξ2)) = δ µ2(ξ1, ξ2) (5.12)

hence f2 can be expressed, modulo a constant c2(ξ1, ξ2), as a solution of a
Poisson equation in R3 with source δ µ2(ξ1, ξ2).

In order to prove that we have a bona fide homotopy comomentum map, we
must have, in particular, for q = ξ1 ∧ ξ2 ∧ ξ3, the explicit formula

f2(∂q) = ν(ξ1, ξ2, ξ3) (5.13)

which is a priori true up to a constant c3(ξ1, ξ2, ξ3) by virtue of (5.10a) and
[CFRZ16, Lemma 9.2]. However, the constant is in fact zero since ν(ξ1, ξ2, ξ3)
vanishes at infinity and the same is true for f2(∂q) upon solving the related
Poisson equation

∆f2(∂q) = ∆ν(ξ1, ξ2, ξ3)
(obtained via a straightforward computation; notice that we use the Riemannian
Laplacian, which is minus the standard one).
An alternative derivation uses x-independence of the class [cx] defined in remark
3.1.4. Upon taking S3 = R3 ∪ {∞} , we have c∞ = 0, hence cx = δCE(b), with

b = −
∫
γ∞

ι(v1 ∧ v2)ν

(γ∞ being a path connecting x to∞, compare with the proof of [CFRZ16, Prop.
9.1]. In this case, the expression is meaningful in view of the assumed decay at
infinity of our objects). This is equivalent to the previous equation (5.13).

We may also naturally ask the question of whether the above homotopy
comomentum map is equivariant.

Proposition 5.1.11. The map (f) is notG-equivariant in the sense of definition
2.4.18.

Proof. To ascertain the infinitesimal G-equivariance of the above map (f), one
should check the validity of the formula

Lξf1(b) = f1([ξ,b]) ∀ξ,b ∈ g .

Considering in particular ξ = b, the above equation easily yields that

f1
(
��
�[ξ,b]
)

= Lξf1(b) = −LξA[ = −dιξA[ = −d〈A,b〉g ∀ξ ∈ g
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Figure 5.4: Linked flux tubes.

where A is defined as within the previous proof. Hence 〈A,b〉g ought to be a
constant vanishing at infinity, i.e. must be equal to zero.

Consider now a solenoidal field b = curl(A) supported on a domain consisting
of two disjoint, unknotted but linked, closed flux tubes (supp(b) = Γ1 ∪ Γ2, see
figure 5.4). One gets∫

〈A,b〉g = 2n Φ1Φ2 with Φi =
∫
Si

n · b dσ

where n (Gauss linking number, see theorem 5.2.13 below), is an integer different
than zero, hence we get a contradiction.

Remark 5.1.12. Interpreting A in the proof of theorem as the velocity field of
the fluid and v as the associated vorticity, the configuration given in figure 5.4)
exemplifies the case of a configuration with non-zero helicity. See [MR92, BS06,
Spe06] and below for further elucidation of this train of concepts. Notice that
the argument does not depend on the choice of the vector field A pertaining to
b. The lack of G-equivariance is not surprising, since our construction involves
Riemannian geometric features.
Remark 5.1.13. Observe that the condition for the fields to vanish at infinity
plays a crucial role when proving that the solution fulfils equation (5.10c).
Relaxing this condition arises an obstruction to the existence of a homotopy
comomentum map, however the component f1 and f2 constructed constitute a
weak homotopy comomentum map (see [Her18b, Def. 3.11][Her18a, Def. 3.8] or
[MR20a, Def. 1.16]).
Remark 5.1.14. To give a completely explicit expression of the components
f1 and f2 in theorem 5.1.10, it is required to solve two differential problems.
Notice that the solution would not be unique, thus one can say that theorem
5.1.10 yields a family of homotopy comomentum maps pertaining to the same
action of the Lie algebra g0 on R3.
Given a vector field b ∈ g and defining A[ := −f1(b) for a certain vector field
A ∈ X(R3), the first component requires to solve the differential equation (5.11).
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Such equation is the well-known equation of magnetostatic which admits a
solution given by the so-called Biot-Savart law

A(r) =
∫ b(r′)× (~r − ~r′)

|~r − ~r′|3
d r′ (Biot-Savart law)

defined up to a gradient (gauge freedom). It is customary to chose div(b) = 0
(Coulomb gauge). When b denotes a magnetic induction field, A is interpreted
as the magnetic vector potential. In the context of hydrodynamics, A can be
interpreted as a velocity field and b as the corresponding vorticity.
On the other hand, the computation of the second component requires to solve
the Poisson equation (5.12) with source given by ρ := −δµ2(ξ1, ξ2). A general
solution is given by

ϕ(r) =
∫
−ρ(r′)
|~r − ~r′|

d r′ .

Observe furthermore that ρ can be explicitly given by

ρ := δ µ2(ξ1, ξ2) = δ(f1([ξ1, ξ2])− ν(ξ1, ξ2, ·) =

= δ · [ · (curl−1([ξ1, ξ2])− ξ1 × ξ2) =

= − div(curl−1([ξ1, ξ2])− ξ1 × ξ2) =
(5.3)= 2 div(ξ1 × ξ2) =

= 2 〈ξ2, curlξ1〉g − 〈ξ1, curlξ2〉g

where × denotes the vector (cross) product on R3 and the last equality comes
from another well-known result in vector analysis.
For further informations see [MS20, Appendix A1].

Hydrodynamical reinterpretation

Up to now, the main connection between the construction given in theorem
5.1.10 and hydrodynamics consists in the fact that the considered Lie algebra
g can be interpreted as the phase space of a freely moving ideal fluid (see
Subsection 5.1.1).

Another important reason why the above construction is relevant in hydrody-
namics is that the above homotopy comomentum map can be related, after
transgression along the evaluation map ev : LR3×R 3 (γ, t) 7→ γ(t) ∈ R3, to the
hydrodynamical co-momentum map of Arnol’d and Marsden-Weinstein, defined
on the Brylinski (infinite-dimensional) manifold Y of oriented knots[MW83].
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Theorem 5.1.15. The above HCMM for G � (R3, ν) induces an ordinary
(i.e. "symplectic") co-moment map for G � (LR3, ν`), where ν` denotes the
trangression of the volume form along loops (see example 2.6.2). Namely
(f) : g→ L∞(R3, ν), given in theorem 5.1.10, transgresses to

λ : g C∞(LR3)

b
(
γ 7→ λb(γ) = −

∮
γ

f1(b)
)

that is a moment map for the induced action G on the pre-symplectic loop space
(LR3, ν`) (Smooth space in the sense of Brylinski, see remark 5.1.7).

Proof. Observe that the relevant piece of the homotopy comomentum map is
f1 which, under transgression, becomes

µb = −
∫
γ

B = −λb

i.e. , up to sign, the Rasetti-Regge current λb pertaining to b ∈ g (see definition
5.1.4). In particular, µb is independent of the choice of B. This is in accordance
with the general result in [RWZ20] asserting that, roughly speaking, homotopy
comomentum maps transgress to homotopy comomentum maps on loop (and
even mapping) spaces. Actually, the ansatz for the f1 term was precisely
motivated by this phenomenon.

Note that it is natural to define a "Poisson" bracket on momenta, i.e. on the
image of f1, via the expression:

{f1(b), f1(c)}(·) := ιcιbν(·) = ν(b, c, ·) (5.14)

satisfying the formula

{f1(b), f1(c)} − f1([b, c]) = −df2(b ∧ c). (5.15)

that one gets after rewriting equation (5.10b). This construction will be
employed below and in section 5.3.

5.1.3 A generalization to Riemannian manifolds

We ought to notice that a hydrodynamically flavoured homotopy comomentum
map can be similarly construed also for an (n + 1)-dimensional, connected,
compact, orientable Riemannian manifold (M, g), upon taking a Riemannian
volume form ν as a multisymplectic form and again the group G of volume-
preserving diffeomorphisms as symmetry group.
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Theorem 5.1.16. Let (M, g) be a connected compact oriented Riemannian
manifold of dimension n + 1, n ≥ 1, with multisymplectic form ν given
by its Riemannian volume form, and such that the de Rham cohomology
groups Hk

dR(M) vanish for k = 1, 2, . . . n− 1 (one has necessarily H0
dR(M) =

Hn+1
dR (M) = R). Let g0 be the Lie subalgebra of g consisting of divergence-free

vector fields vanishing at a point x0 ∈M .
Then there exists an associated family2 of homotopy comomentum maps for the
infinitesimal action of g0 on (M,ν) given by the following compact formulae:

f1(ξ) := −∆−1δ(ιξν); fk = ∆−1δµk, k = 2 . . . n , (5.16)

where ∆ denotes the Riemannian Laplace operator (see reminder 5.1.9) and
∆−1 denotes the corresponding Green operator.

Proof. We already noticed in the proof of theorem 5.1.10, how the defining
equations of a homotopy comomentum map (see lemma 2.4.10) triggers a
recursive construction starting from f1, up to topological obstructions. Namely,
we have a sequence of closed forms, which must be actually exact, together with
the constraint fn(∂q) = (−1)

(n+1)(n+2)
2 ν(ξ1, . . . ξn+1), with q = ξ1 ∧ . . . ξn+1. As

before, the Riemannian structure allows us to connect elements of the Rogers
2They are a family in the sense that the "inverse" of ∆ in equation (5.16) is a Green

operator, hence it does not yield an unique solution
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L∞-algebra in different degrees:

Ωn+1(M)

X(M) Ωn(M)

g Ωn−1
(ham)(M)

...
...

∧n−3
g Ω2(M)

∧n−2
g Ω1(M)

∧n−1
g Ω0(M)

∗

α

[

]

d

∗

v

f1

d

∗

∂ d

∂

fn−3

d

∂

fn−2

d

∂

fn−1

d

In the present case, a natural candidate for the (n-1)-form f1 can be readily
manufactured via Hodge theory (see remark 5.1.9):

f1(ξ) := −∆−1δ(ιξν) (5.17)

(the direct generalization of the preceding case) after imposing δf1(ξ) = 0 (the
analogue of the Coulomb gauge condition), provided one can safely invert the
Hodge Laplacian ∆ = dδ + δd. According to the Hodge theorem (see [War83,
§6]) Hk

dR(M) ∼= ker(∆
∣∣
Ωk(M)), hence the latter holds true for any 1 ≤ k ≤ n−1.

The topological assumption of vanishing of all the middle cohomology groups
ensure that the entire procedure goes through unimpeded due to the formula

dfk(ξ1 ∧ · · · ∧ ξk) = µk(ξ1 ∧ · · · ∧ ξk), k = 2, 3, . . . n ,

where µk is the auxiliary form defined in remark 2.4.11 (see equation (2.28)).
Hence, one can compactly state that:

fk = ∆−1δµk, k = 2 . . . n, (5.18)

since
d(∆fk − δµk) = ∆(d fk − µk) = 0 .
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One has finally to check that

fn(∂(ξ1 ∧ · · · ∧ ξn+1)) = −ς(n+ 1)ι(ξ1 ∧ · · · ∧ ξn+1)ν

but this is guaranteed by the vanishing of all fields at x0, hence cx0 = 0 and
the obstruction class [cx] vanishes (c.f. remark 3.1.4). Note that one can also
alter the above solution, given by equations (5.17) and (5.18), by addition of an
exact form. This freedom explain why the claimed solution has to be thought
of as a family of homotopy comomentum maps.

Remark 5.1.17. We notice that the above result holds, in particular, for homology
spheres such as, for instance, the celebrated Poincaré dodecahedral space[Dro73].
We point out that the case in which the intermediate homology groups are at
most torsion (hence not detectable by de Rham techniques) is also encompassed:
this is e.g. the case of lens spaces. Notice that G-equivariance cannot be expected
a priori. Also notice that one could restrict to the natural symmetry group
provided by the isometries of (M, g). See e.g. [RW15] for a general discussion of
topological constraints to existence and uniqueness of homotopy comomentum
maps.
Remark 5.1.18 (Relation with weak homotopy moment maps). Recall that any
homotopy comomentum map induces a weak homotopy moment map (see e.g.
[Her18a, MR20a]) by restriction on cycles in the Chevalley-Eilenberg chain
complex (known also as Lie kernels). Namely, if in equation (2.27) we set
∂p = 0, we get

dfk(p) + ς(k)ι(vp)ω = 0 (5.19)

for k = 1, . . . , n + 1, which is the very property defining a weak homotopy
moment map. For the time being we just notice that, in theorems 5.1.10 and
5.1.16 above, the vanishing of all fields at x0 (that is infinity in the first case)
is crucial for the existence of a homotopy comomentum map. Upon relaxing
such condition we get a weak homotopy moment map which, in general, is not
a homotopy comomentum map since, for k = n + 1, the value of the ensuing
constant is not specified.

5.1.4 Covariant phase space aspects

We are now going to propose a multisymplectic interpretation of the
hydrodynamical bracket (see theorem 5.1.3), which ties neatly with the topics
discussed in previous sections, via covariant phase space ideas but without
literally following the standard recipe, as we shall see shortly.

Let us briefly recall first the standard recipe for associating a multisymplectic
manifold to any classical field system (see [KS76, GIM+98, FR05, Zuc87, Crn88,
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RW19]). Assume that one can encode all the configurations of a given field-
theoretic (continuous) mechanical system as sections of a "configuration" bundle
E → M on a "parameter" space M (usually a globally hyperbolic spacetime)
and assume that the dynamics of the system is governed by a I-order differential
operator on Γ(E) coming from a certain Lagrangian density L. Then, there is
an associated multisymplectic manifold, called (Lagrangian) multiphase space,
given by the first jet space J1E of the configuration bundle together with a
m-plectic form ωL, where m is given by the dimension of the parameter space
M , depending on the Lagrangian density.( See [GIM+98, Eq. (3B.2)].)
For instance, in the case of a classical (i.e. non-relativistic) continuous medium
in Galilean spacetime, one would have a tower of trivial bundles

M T × Σ R
4 (t, xi)

E M × Σ R
4+3 (t, xi; yj)

J1E E × Σ′ R
7+4·3 (t, xi, yj ; vjt , v

j
,i)

∼= ∼= ∼

∼= ∼= ∼

∼= ∼= ∼

where T denotes the "absolute" time line, Σ denotes the physical space and
Σ′ is the space of generalized velocities. Hence (J1E,ωL) is a 19-dimensional
4-plectic manifold.3

Recall also the notion of covariant phase space for a classical field theory, given
as above, defined as the (usually ∞-dimensional) submanifold Sol ⊂ Γ(E) of all
configurations consisting of only the solutions of the motion equation. It is well-
known how to induce a presymplectic structure on Sol from the multisymplectic
structure ωL on J1E (see for example [FR05, Hél11]). Namely one has that for
any σ ∈ Sol and δφ

δxi ∈ TσSol, (vertical) variation of the solution σ, the 2-form
given by

Ωσ
(
δφ

δxi
,
δφ′

δxi

)
=
∫

Γ
(j1σ)∗

(
ι δφ
δxi
ι δφ′
δxi

ωL

)
is closed.

Now we want to show how the Poisson structure given by equation (5.5) can be
obtained as a covariant phase space bracket obtained from a suitably reduced
version of the multisymplectic manifold associated the ideal fluid. Observe that
any divergence-free vector field can be viewed as an initial condition v(x, 0) for
the (volume-preserving) Euler evolution (at least for small times, but as we
previously said, we do not insist on refined analytical nuances) v(x, t), yielding
a section of E.

3In the particular case of an ideal fluid, the Lagrangian density would be given, employing
Einstein summation convention, by L = 1

2gi,jv
i
t v

j
t .
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We set
J1v := w (:= curl v)

which has to be understood as the natural "covariant" jetification of the section
v. This object is "covariant" in the sense that, in contrast with the standard
jetification j1 of a section (called first jet prolongation in [GIM+98, eq. (2A.4)]),
does not yield an object depending on the choice of coordinates in E. Also, since
the section of the first jet bundle J1E → E can be interpreted as Ehresmann
connections[GIM+98, Rem. 1], this allows to look at v as the vector space
counterpart of a connection 1-form.
Using the 3-volume form ν, orienting fibres (notice that, when viewed on E,
it is only pre-2-plectic, namely closed but degenerate), we can rewrite the
hydrodynamical bracket, mimicking [FR05], as

{F,G}([v]) =
∫

Σ=R3

〈
w, δF

δv ×
δG

δv

〉
d3x

=
∫

Σ=R3
ν(J1v, δF

δv ,
δG

δv ) d3x

(5.20)

since the variations δF
δv and δG

δv are vertical and divergence-free: δF/δv =
curl (δF/δw). Taking again b = curl B et cetera, and setting finally F = λ•
(see e.g. in particular [PS92, Spe16]) we see that the expression (5.20) can be
manipulated to yield the expressive layout (with slight abuse of language)

{F,G}([v]) =
∫

Σ
(J1∗ν)(v,B,C) d3x =

=
∫

Σ
ν(J1v,J1B,J1C) d3x =

=
∫

Σ
ν(w,b, c) d3x

(in full adherence with the discussion carried out in Section 5.1.1). The same
portrait can be depicted, mutatis mutandis, for the singular case. Ultimately,
we reached the following conclusion:

Theorem 5.1.19. (i) The Poisson manifold g∗, introduced in equation (5.4)
and in theorem 5.1.3, can be naturally interpreted as a (generalized) covariant
phase space pertaining to the volume-preserving Euler evolution. The latter
indeed preserves the symplectic leaves of g∗ given by the G-coadjoint orbits O[v].

(ii) The above construction reproduces the symplectic structure of the Brylinski
manifold Y , see remark 5.1.7, upon taking singular vorticities concentrated on a
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smooth oriented knot. The covariant phase space picture is fully retrieved upon
passing to a 2-dimensional space-time S1 × R (λ, t), with λ ∈ S1 ≡ Σ being
a knot parameter (and staying of course with the same ν).

Remark 5.1.20. 1. We stress the fact that we did not literally follow the
standard "multisymplectic to covariant" recipe developed in [FR05]. In
fact the multisymplectic manifold we consider is not the one prescribed
by [GIM+98] since we directly took the standard volume form ν on R3

as a 2-plectic structure (or pre-2-plectic when pulled back to E), c.f.
[CID99]. This neatly matches Brylinski’s theory and fits with the stance
long advocated, among others, by Rasetti and Regge and Goldin (see
e.g. [RR75, Gol71, Gol88, Gol12], and [Spe16] as well) pinpointing the
special and ubiquitous role played by the group of orientation-preserving
diffeomorphism G = sDiff(R3). Another motivation for considering ν is
its pivotal role in the formulation of conservation theorems (see [RWZ20]).
We shall pursue this aspect in what follows.

2. In line with the preceding remark, notice that the above portrait can, in
principle, be generalized to any volume form (on an orientable manifold),
with its attached group G. The covariant phase space picture should
basically persist in the sense that one might construct, in greater generality,
an n-plectic structure out of an (n+ 1)-plectic one via an expression akin
to equation (5.20). The (non) G-equivariance issue should be relevant in
this context.

5.2 A Hamiltonian 1-form for links

This section wants to show how it is possible to build a bridge between knot
theory and multisymplectic geometry, exploiting the close connection between
them and hydrodynamics. Vortex theory, together with the ubiquitous role
of the group of volume-preserving diffeomorphisms, will be the cornerstone of
this relationship. The basic and quite natural idea is to associate to a knot (or
link) a perfect fluid whose vorticity in concentrated thereon (c.f. the preceding
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discussion on the Brylinski manifold).

Multisymplectic
Geometry

Hydrodynamics

Knot theory

Geometric
Fluid

Mechanics

Vortex
dynamics

Geometric Mechanics
of classical strings

Let us recall that Knot theory is a rich and ramified theory, born as a pure
mathematical curiosity and naturally framed in the field of low-dimensional
topology, but yielding innumerable implications in the most disparate areas
of both pure and applied mathematics. We do not venture to review all the
multifaceted aspects of this broad topic, and, for what follows, it is enough to
recall just a few basic ideas regarding knots and links. (As general references
on knot theory we quote, among others, [Rol03, Lic97], together with [BT13]
for the algebraic-topological tools employed below.)
Reminder 5.2.1 (Geometry of n-Links). As already anticipated in remark 5.1.7,
a (smooth) knot can be formalized as a compact submanifold of codimension 2
embedded in R3. A slight generalization of this concept is given by the notion
of links:

• We call n-link any smooth embedding γ :
∐n
i=1 S

1 → R3 of n disjoint
copies of the circle into the Euclidean space R3.

• Links are studied modulo ambient isotopies. Specifically, given two
embeddings f, g :

∐n
i=1 S

1 → R
3, an ambient isotopy between f and

g is a smooth isotopy h : R3×[0, 1] → R3 of the "ambient" space, i.e.
ĥ(t) : R3 → R3 is a diffeomorphism for any t ∈ [0, 1], such that ĥ1 ◦ f = g.
In layman terms, an ambient isotopy describes a continuous deformation
of the parametrized link ĥ(0) into ĥ(1). Hence, to study n-links modulo
ambient isotopies, means to study the equivalence classes of those links
that can be transformed continuously one into the other (in particular
without cuts or other surgeries).
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It is then implicit that the Brylinski manifold Y (see remark 5.1.7), and its
obvious generalization to n-links, must be composed of several connected
components, one for each equivalence class of links. Clearly all these
classes are invariant with respect to volume-preserving diffeomorphisms.

• The ultimate goal of knot theory is to completely classify all non-equivalent
(by ambient isotopies) classes of n-links. Note that it is not simply an
instance of studying the topology of loops but the ambient space takes a
significant role.
To date, such a classification is still missing. Nonetheless, numerous
"partial" criteria to distinguish non-equivalent knots are known. These are
mostly achieved introducing the so-called knot polynomials (see section
5.4.1 below).

Let us now specialize the considerations in Subsection 5.1.2 to the case of
links. Namely, we show how one can naturally associate to any link in R3 an
Hamiltonian 1-form that in particular turns out to be conserved under the Euler
evolution, i.e. under the infinitesimal action of the Lie algebra g = sDiff(R3)
on R3 (action defined in 5.1.1). Such construction can be achieved introducing
the concept of Poincaré dual of a given closed, oriented submanifold. To make
sense of the latter, we briefly recall the notion of de Rham currents:
Reminder 5.2.2 (de Rham currents ([dR55])). It is possible to mimic the basic
definition of "distribution" or "generalized function", originally introduced on
R
n, on any smooth manifold M by mean of differential forms:

• We call (de Rham) k-current any (sequentially) continuous4 linear
functional η from the space Ωkc (M) of compactly supported k-forms to R.
We denote by Dk(M) the vector space of all k-current M . Clearly one
has Dk(M) ∼=

(
Ωkc (M)

)∗ understanding the space on the right-hand side
as the topological dual of Ωk(M).

• We call annihilation set of η ∈ D, an open subset A ⊂ M such that
〈η, ϕ〉 = 0 for any ϕ ∈ Ωc(M) compactly supported in A. (here 〈η, ϕ〉
denotes evaluation of the given current η on the "test" form ϕ ∈ Ωkc (M).)
We call support of a given current η ∈ D the complement of the union of
all open annihilation sets of T .

4Continuity is meant in the "sequential" sense. More explicitly, the functional T is
continuous if, for any given sequence ωk of smooth forms, all supported in the same compact
set, such that all derivatives of all their coefficients tend uniformly to 0 when k tends to
infinity, T (ωk) tends to 0.
Recall the definition of support of a differential form as the closure of the non-vanishing locus
of ω. Namely supp(ω) := {p ∈M | ωp 6= 0}.
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• There exists an analogue of a regular distributions given by the following
mapping:

D : Ωk(M) Dn−k(M)

α

(
Dα : ϕ 7→

∫
M

α ∧ ϕ
) .

• The de Rham differential can be extended to currents by duality

∂ : Dk(M) Dk−1(M)

η

(
∂η : ϕ 7→ (−)k

∫
M

η ∧ dϕ
)

.

i.e. 〈∂η, 〉 = (−)k〈η,d 〉. Hence, de Rham currents build up a chain
complex which is dual (modulo a sign) to the de Rham cochain complex.
In a similar way, one can make sense of the wedge of de Rham currents.

To any given a compact, oriented embedded k-dimensional submanifold one can
associates a unique de Rham current

Definition 5.2.3 (Poincaré dual). Given a smooth embedding (i : Σ ↪→M) ∈
Embc(k) of a compact, oriented, k-dimensional submanifold Σ of the n-
dimensional manifold M , we call Poincaré dual of Σ the de Rham current
DΣ uniquely defined by the following equation

〈DΣ, ω〉 =
∫

Σ
i∗(ω) ∀ω ∈ Ωk(M) .

These can be understood as generalized differential (n− k)-forms concentrated
on Σ. As such, the Poincaré dual DΣ is the analogue of a Dirac delta function
localized on the submanifold Σ, in that sense are "non regular" or "singular". One
can then be interested in a regular approximation of such singular behaviour:

Definition 5.2.4 (Smooth (regular) Poincaré dual). We call Smooth Poincaré
dual of an embedding (i : Σ ↪→M) ∈ Embc(k) as above, any (smooth)
differential form ηΣ ∈ Ωkc supported on a tubular neighbourhood T of Σ s.t.

〈DηΣ , ω〉 ≡
∫
M

ω ∧ ηΣ =
∫
T

i∗ω .

Clearly, smooth Poincaré duals are not uniquely defined. The distribution
associated to the differential form ηΣ represents a possible regular approximation
of DΣ in the sense that 〈DηΣ , ω〉 ∼ 〈DΣ, ω〉.
Poincaré duals satisfy the following properties:
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Lemma 5.2.5. Poincaré duals satisfy the following properties for any given
compact oriented submanifold Σi:

∂DΣ = (−)k−1D∂Σ (5.21)

DΣ1 ∧DΣ2 = DΣ1∩Σ2 (5.22)

Proof. The proof of (5.21) is straightforward:

(−)k−1〈∂DΣ, ω〉 = 〈DΣ, dω〉 =
∫

Σ
i∗dω =

∫
Σ
di∗ω =

∫
∂Σ
i∗ω = 〈D∂Σ, ω〉 .

Claim (5.22) is better understood by means of smooth Poincaré duals:

supp(η1 ∧ η2) ⊂ supp(η1) ∩ supp(η2) ⊂ TΣ1∩Σ2 ⇒ η1 ∧ η2 = ηΣ1∩Σ2 .

For instance, take as Σ1 the z-line in R3, η1 = δ{x=y=0}dx ∧ dy, and as Σ2 the
xy-plane, η2 = δ{z=0}dz. You get η1∧η2 = δ{x=y=z=0}dx∧dy∧dz = ηΣ1∩Σ2 .

Remark 5.2.6 ( Poincaré duals as Thom classes). Generally speaking, in a more
algebraic topological flavour, one can make sense of the Poincaré dual of a
k-dimensional closed oriented submanifold Σ of an n-dimensional manifold M
as a cohomology class [ηΣ] ∈ Hn−k(M) characterized by the property:∫

M

ω ∧ ηΣ =
∫

Σ
i∗ω

for any closed, compactly supported k-form ω on M (i : Σ ↪→ M being the
inclusion map).
One can therefore see a (regular) Poincaré dual as k-form localized in a cross-
section of a suitable tubular neighbourhood around Σ i.e. a Thom class (see
[BT13]). In [MS20] the authors indifferently view Poincaré duals as genuine
forms or currents in the sense of de Rham.

Building on [PS02, BS06, Spe06], let L =
∐n
i=1 Li be an oriented link in R3

with components Li, i = 1, . . . , n required to be trivial knots. Let us choose a
suitable tubular neighbourhood Ti around any component Li (see Figure 5.5).
We introduce the following differential forms:
Definition 5.2.7 (Vorticity 2-form). We call vorticity 2-form pertaining to L
the smooth differential form

ωL :=
n∑
i=1

ωLi ∈ Ω2(R3)

with ωLi denoting a smooth Poincaré dual associated to Li with support given
by Ti.
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Li

Ti

Figure 5.5: Tubular neighbourhood for the i-th component of L.

Definition 5.2.8 (Velocity 1-form). We call velocity 1-form pertaining to L
the smooth differential form

vL =
n∑
i=1

vLi ∈ Ω1(R3)

with vLi := ωai denoting a smooth Poincaré dual associated to a disc ai bounded
by Li (Seifert surface in the knot theory jargon, see Figure 5.6).
Remark 5.2.9 (Non-uniqueness of vL and ωL). Notice that ωL and vL are not
uniquely determined but rather heavily depend on the choice of the concrete
differential form used to represent the regular Poincaré dual of each component,
and corresponding Seifert surface, of the links. (Singular de Rham currents
would be a correct language for restoring uniqueness.) Although this feature
may appear unpleasant at first glance, it actually fits neatly the philosophy of
studying knots and links regardless their parametrization and modulo ambient
isotopies. In fact, the property of being "knotted" of a certain link configuration
is indifferently detected whether it is considered as a singular object or as
something "smeared" in a region close to a possible spatial displacement of
the link. An exemplification of this phenomenon will be discussed in the next
subsection.

Theorem 5.2.10. The vorticity 2-form ωL associated to the link L is an exact
form. The velocity 1-form ωL is a primitive of ωL and is an Hamiltonian form
for the 2-plectic manifold (R3, ν) in the sense of definition 2.2.20.
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𝖆v

Figure 5.6: Poincaré duals

Proof. According to equation (5.21) in Lemma 5.2.5, the vorticity form ωL is
closed since the boundary of L is clearly empty. In particular, ωL is exact by
virtue of the Poincaré lemma.
By the same lemma, and recalling that ∂ai = Li, one gets for each component
of the link, that

d vLi = d ηai = η∂ai = ηLi = ωLi

where ηΣ denotes a regular Poincaré duals of Σ.
Finally, notice that, for each component Li, the Hamiltonian vector field of vLi
is given by ξLi = −α−1(ωLi)(via the map α of Section 5.1.2). Explicitly, one
has (setting ξL =

∑n
i=1 ξLi)

dvL + ιξLν = 0 . (5.23)

Remark 5.2.11 (Cohomological interpretation of vL). Recall that there is a
canonical cohomology theory associated to a n-link L given by the cohomology
of S3 \ L. (Note that there is no harm in considering the compactification S3

instead of the standard Euclidean space since the image of any link configuration
would be in any case sits in a compact subset of R3.) For the sake of clarity,
the (de Rham) cohomology and relative homology groups of S3 \ L with real
coefficients, reads as follows

H0(S3 \ L) ∼= H3(S3, L) ∼= R

H1(S3 \ L) ∼= H2(S3, L) ∼= R
n

H2(S3 \ L) ∼= H1(S3, L) ∼= R
n−1

H3(S3 \ L) ∼= H0(S3, L) ∼= 0

which can be computed iterating the Mayer-Vietoris on R3 deprived of a line.
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The de Rham classes of the forms vLi generate the cohomology group
H1(S3 \ L,R) (or, better, that of S3 \ T , with T = ∪ni=1Ti). Their homological
counterparts are given by the (classes of) the discs ai. One can also interpret the
other groups: in particular, elements in H1(S3, L) can be represented by classes
[γij ] of (smooth) paths γij connecting two components Li and Lj , subject to
the relation [γij ] + [γjk] = [γik]. (See [Spe06])
Remark 5.2.12. Inspection of the very geometry of Poincaré duality shows that
the velocity 1-forms vi correspond (upon approximation of the associated Euler
equation) to the so-called LIA (Linear Induction Approximation) or binormal
evolution of the “vortex ring" Li (“orthogonal" to the discs ai - an easy depiction,
c.f. figure 5.6), see [Khe13] for more information. Formula (5.23) will be the
prototype for the calculations in section 5.3.

5.2.1 Relation to Gauss linking number

We want now to show how the previous constructions can determine quantities
relevant to the classification of a link despite their heavy reliance on arbitrary
choices.

Consider a link L embedded in (R3, ν). Let be vL and ωL the velocity and
vorticity forms defined in 5.2.8 and 5.2.7 respectively. One can therefore
introduce the Chern-Simons (helicity) 3-form:

CS(L) := vL ∧ ωL . (5.24)

Integration of CS(L) over R3 (or S3 in case of compactification of the ambient
space) yields a number H(L) called the helicity of L. The naming is clearly
not incidental. Interpreting a L as an ideal fluid configuration with singular
vorticity concentrated in a filament given by L, one recovers the helicity of the
fluid as introduced in remark 5.1.6.

It is a celebrated result that the quantity H(L) is indeed an integer, depending
on the knot and not on its possible parametrization, measuring the mutual
knotting of two generic flow lines (we point to [MR92, AK98, PS89, PS92, Spe06]
for a more extensive discussion)

Theorem 5.2.13 (Moffatt-Ricca [MR92]). Given a link L in R
3, one has∫

S3
CS(L) =: H(L) =

n∑
i,j=1

`(i, j) ∈ N,
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where `(i, j) ∈ Z are quantities that can be algorithmically computed on indented
diagrams5 (see e.g. [Rol03, MR92, RN11, Spe06]). Namely:

• when i 6= j, `(i, j) = `(j, i) = `(Li, Lj) is the Gauss linking number6

pertaining to the components Li and Lj;

• when i = j, `(j, j) is equal to the Gauss linking number `(Lj , L′j) with L′j
being a section of the normal bundle of Lj (think L′j as an another loop
winding around Lj, arbitrarily close without intersecting it).

Proof. (Sketch)
Choosing a parametrization ri (in standard coordinates) for each component
Li, one gets the Gauss’ linking integral formula[RN11]

H(L) =
n∑

i,j=1

1
4π

∮
γi

∮
γj

ri − rj
|ri − rj |3

· (dri × drj) .

Solving this integral could seem a daunting task at first; however, one could

Figure 5.7: Hopf link, component C ′ crossing the Seifert surface of component
C. [RN11].

convince oneself that it yields an integer by using the notion of Poincaré duals
in a simple example.
Let L = C

∐
C ′ be a Hopf Link as in figure 5.7, consider the de Rham current

H(L) = (DC ∧DΣ +DC′ ∧DΣ′) + (DC ∧DΣ′ +DC′ ∧DΣ′)
5A useful way to visualise and manipulate knots is to project the knot onto a plane. In

order to be able to recreate the original knot, one must distinguish between the over-strand
and the under-strand at every crossing. This is usually done by creating a break in the strand
going underneath, called "indentation". The resulting diagram is an immersed plane curve
with the additional data of which strand is over and under each crossing.

6Informally, it represents the number of time that the curve Li winds around the curve Lj .
Operatively, it can be computed by summing all the signed crossings of the indented diagram
(see [Rol03, Lic97]).
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where DC denotes the (singular) Poincaré dual of C and DΣ denotes the
(singular) Poincaré dual of a certain Seifert surface Σ of C. Notice that this
can be seen as a singular version of the Chern-Simons 3-form given in equation
(5.24). According to Lemma 5.2.5, we have

H(L) = DP ′ +DP

where DP and D′P are singular currents localized in the intersection point of
C with Σ′ and viceversa. Hence, the integration of

∫
H(L) simply counts the

times that a component cross another Seifert Surface i.e. the Gauss linking
number of the link.

It is important to recall that H(L) is invariant under ambient isotopies but
non-ambient isotopic links do not necessarily yield different linking numbers.
Hence, it does not solve the ultimate goal sketched in remark 5.2.1.

5.3 A multisymplectic interpretation of Massey
products

In this section we resort to the techniques developed in the sections above
and propose a reformulation of the so-called higher order linking numbers in
multisymplectic terms.

Figure 5.8: Borromean rings is a prototypical example of Brunnian link.
Removing a component of the link it yields a pair of unknots. (Wikimedia
Commons)

Ordinary and higher order linking numbers provide, among others, a quite useful
tool for the investigation of Brunnian phenomena in knot theory: recall that a

https://commons.wikimedia.org/wiki/File:Borromean_Rings_Illusion.png
https://commons.wikimedia.org/wiki/File:Borromean_Rings_Illusion.png
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link is almost trivial or Brunnian if upon removing any component therefrom
one gets a trivial link (see figure 5.8). They can be defined recursively in
terms of Massey products, or equivalently, Milnor invariants, by the celebrated
Turaev-Porter theorem (see [FF83, PS02, Spe06, HT12]). We are going to
review, briefly and quite concretely, the basic steps of the Massey procedure,
read differential geometrically as in [PS02, Spe06, HT12], presenting at the
same time our novel multisymplectic interpretation thereof.

As a first thing, let us recall how one can associate to any pair of knots in a
link a certain cohomology class:
Remark 5.3.1 (Cohomological reinterpretation of the ordinary linking number).
Consider a pair of linked knots L1 and L2, possibly components of a bigger link.
The cohomological reinterpretation of the ordinary linking number `(1, 2) of the
components L1 and L2, starts from consideration of the 2-form

Ω12 := −v1 ∧ v2 (5.25)

with vi the velocity 1-forms of the component Li. Observe that d Ω12 =
−ω1 ∧ v2 + v1 ∧ ω2 is equal to the CS-form minus a "self-linking" term, i.e.∫

d Ω12 = `(1, 2) (c.f. Theorem 5.2.13).

Although this form is not uniquely defined, it determines a unique (integral)
de Rham class in the cohomology of the link (see Remark 5.2.11) completely
independent from the various choices

〈L1, L2〉 :=
[
Ω12

∣∣∣
S3\L

]
∈ H2(S3 \ L)

The closedness of Ω12
∣∣
S3\L follows from observing that supp(d Ω12) is contained

in a tubular neighbourhood centered along the link that can be taken arbitrarily
small, hence, one can assume that supp(d Ω12) ⊂ L hence d Ω12 vanishes out of
L. (See [PS02, §2.3] or [Spe06, §6.2] for the complete argument.)

The linking number `(1, 2) is non-zero precisely when 〈L1, L2〉, which in
H1(S3, L) equals `(1, 2)[γ12], is non-trivial. If the latter class vanishes (i.e.
Ω12

∣∣
S3\L is exact), we have

dv12 + v1 ∧ v2 = dv12 + Ω12 = 0. (5.26)

for some 1-form v12.

Let L be an oriented link with three or more components Lj such that all the
ordinary mutual linking numbers of the components under consideration vanish.
Out of the primitives obtained in equation (5.26), one can manufacture another
closed form:
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Definition 5.3.2 (Third order linking number (class)). Let vij be the primitive
obtained through equation (5.26) from the vanishing of the cohomology class
〈Li, Lj〉 defined in remark 5.3.1. We call third order linking number (as a class)
for the three components L1, L2, L3 the cohomology class:

〈L1, L2, L3〉 := [Ω123|S3\L] ∈ H2(S3 \ L).

of the (closed) Massey 2-form

Ω123 = v1 ∧ v23 + v12 ∧ v3 .

It is then easy to devise a general pattern, if the latter class vanishes, one can
find a 1-form v123 such that

dv123 + v1 ∧ v23 + v12 ∧ v3 = dv123 + Ω123 = 0. (5.27)

The iteration of this procedure, eventually obstructed by the non-vanishing of
certain higher linking number classes, yields an hierarchy of pairs

vI ∈ Ω1(S3 \ L) ΩI ∈ Z2(S3 \ L)

with I a general multi-index constructed out of the set {1, . . . , n} of the n-link
components.
Remark 5.3.3. The previous construction can be organised - via Chen’s calculus
of iterated path integrals [Che77, CT01]- in terms of sequences of nilpotent
connections v(k), k = 1, 2... on a trivial vector bundle over S3 \ L and their
attached curvature forms w(k) (ultimately, the ΩI , [PS02, Spe06, Tav94, Hai87]),
everything stemming from the Cartan structure equation

dv(k) + v(k) ∧ v(k) = w(k)

together with the ensuing Bianchi identity

dw(k) + v(k) ∧w(k) −w(k) ∧ v(k) = 0

(the latter implying closure of the forms ΩI). In order to give a flavour of the
general argument, start from the nilpotent connection v(1) with its corresponding
curvature w(1):

v(1) =


0 v1 0 0
0 0 v2 0
0 0 0 v3
0 0 0 0

 , w(1) =


0 0 Ω12 = v1 ∧ v2 0
0 0 0 Ω23 = v2 ∧ v3
0 0 0 0
0 0 0 0





A MULTISYMPLECTIC INTERPRETATION OF MASSEY PRODUCTS 225

Then proceed similarly with

v(2) =


0 v1 v12 0
0 0 v2 v23
0 0 0 v3
0 0 0 0

 , w(2) =


0 0 0 Ω123 = v1 ∧ v23 + v12 ∧ v3
0 0 0 0
0 0 0 0
0 0 0 0


(we made use of dv12 + Ω12 = dv23 + Ω23 = 0), and so on.
Remark 5.3.4. Recall that all forms ΩI can be neatly interpreted, via Poincaré
duality, as auxiliary (trivial) knots LI , and vI as discs bounded by LI , in
adherence to the considerations in Section 5.2, see [PS02, Spe06] for more
details and worked out examples, including the Whitehead link (involving
fourth order linking numbers - with repeated indices) and the Borromean rings
(exhibiting a third order linking number). Just notice here that, for instance,
formula (5.26) becomes, intersection theoretically

∂a12 + a1 ∩ a2 = 0,

see Figure 5.9.

Figure 5.9: Starting the Chen procedure

We are now ready to interpret these quantities in the framework of
multisymplectic higher observables:
Proposition 5.3.5. (i) All Massey 2-forms are globally conserved in the

sense of definition 2.2.27;

(ii) Given an exact Massey 2-form ΩI , the corresponding primitive vI will
be Hamiltonian with respect to the volume ν ∈ Ω3(S3 \ L). The latter is
obtained by extending first the standard Euclidean volume ν from R

3 to
its compactification R

3 ∪{∞} ∼= S3 and then restricting it again from S3

to S3 \ L. The corresponding Hamiltonian vector field is given by

ξI = α−1(ΩI) , (5.28)

where α is the "flat" map introduced in equation (5.9).
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Proof. Formula (5.27) can be rewritten as

dv123 + ιξ123ν = 0

where ξ ≡ ξ123 = α−1(Ω123). The above (“vorticity") vector field ξ123 can
be thought of as being concentrated on the knot corresponding to ξ123, or,
alternatively, in a thin tube around it, when considering a bona fide Poincaré
dual, c.f. (5.23).

This tells us that v123 is a Hamiltonian 1-form with respect to the volume ν
and the formula

LξΩ123 = d ιξΩ123 + ιξ d Ω123 = d ιξΩ123

expresses the fact that Ω123 is a globally conserved 2-form and the same holds
for Ω12.

This discussion can be carried out verbatim for a general multi-index I:

dvI + ιξIν = 0

(an extension of (5.23)) and, in general, ΩI is globally conserved.

We stress that, by construction, the momenta associated to the divergence-free
field ξI through the homotopy comomentum map constructed in section 5.1.2
corresponds to vI .

The following is the main result of this section.

Theorem 5.3.6. The 1-forms vI are first integrals in involution with respect to
the flow generated by the Hamiltonian vector field ξL pertaining to the velocity
1-form introduce in definition 5.2.8 , namely

LξLvI = 0

(i.e. the vI ’s are strictly conserved) and the Poisson brackets given in equation
(5.14) above yields

{vI , vJ} = 0
(for multi-indices I and J).

Proof. Using Cartan’s formula, we get

LξLvI = dιξLvI + ιξLdvI = dιξLvI − ιξLιξIν,

but the second summand vanishes in view of the general expression

{vξ, vη}(·) = ν(ξ, η, ·)
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and of the peculiar structure of the vector fields involved (they either partially
coincide or have disjoint supports). By the same argument, one gets ιξLvI = 0,
in view of the Poincaré dual interpretation of vI (c.f. Section 5.2), together
with the second assertion; a crucial point to notice is that the auxiliary links
obtained via Chen’s procedure may be suitably split from their ascendants, this
leading to

ιξLvI = 0,
the consequent strict conservation of the vI ’s being then immediate.

Notice that, in particular, from

ιξLvL = 0

(Poincaré dual interpretation again) we also get

LξLvL = 0

(this is not to be expected a priori in multisymplectic geometry, c.f. [RWZ20]).

We ought to remark that, upon altering the vI ’s by an exact form, we may
lose strict conservation, but in any case global conservation is assured (the
Poisson bracket is an exact form, by equation (5.15) in Section 5.1 and in view
of commutativity of the vector fields ξI and ξJ).

Ultimately, we can draw the conclusion that the Massey invariant route to
ascertain the Brunnian character of a link can be mechanically understood as
a recursive test of a kind of knot theoretic integrability: the Massey linking
numbers provide obstructions to the latter.

Thus, somewhat curiously, higher order linking phenomena receive an
interpretation in terms of multisymplectic geometry, which is a sort of higher
order symplectic geometry. Also, integrability comes in with a twofold meaning:
first, higher order linking numbers emerge from the construction of a sequence
of flat, i.e. integrable nilpotent connections; second, this very process yields first
integrals in involution in a mechanical sense.

5.4 A symplectic approach to the HOMFLYPT
polynomial

In this section, extracted from [MS20], we present a novel interpretation of
the HOMFLYPT polynomial ([FYH+85, PT87]) as a WKB-wave function via
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geometric quantization of the Brylinski manifold of singular knots (and links),
drawing inspiration from the ad hoc helicity-based hydrodynamical procedures
devised in [LR12, LR15].

This section is divided in two parts. Subsection 5.4.1, gathers together
basic symplectic geometric and knot theoretic tools which are necessary for
understanding the problem. Subsection 5.4.2 contains the main theorem 5.4.13 in
which the HOMFLY polynomial is read in the geometric quantization framework.
Before proving theorem 5.4.13, we recall, and extend to links, some results
contained in [BS06]. These results are the foundation on which our -geometric
quantization flavoured- approach is built.

5.4.1 Preliminaries

The HOMFLYPT polynomial

In this subsection we recall a few basic knot theoretic notions, referring, among
others, to [Rol03, Kau01, MR92, BS06, Spe06] for further information.

First recall that, given a framed7 oriented link, its helicity H(L) is given as

H(L) =
n∑

i,j=1
`(i, j) (5.29)

with `(i, j) = `(j, i) being the Gauss linking number of components Li and Lj
if i 6= j and where `(j, j) is the framing of Lj , equal to `(Lj , L′j) with L′j being
a section of the normal bundle of Lj , see subsection 5.2.1 above.
A regular projection of a link L onto a plane produces a natural framing called
the blackboard framing8, and H(L) = w(L), the writhe of L, given by

w(L) =
∑

all crossings
±1 (5.30)

Let be L an arbitrary link and consider a certain crossing pertaining to its
indented diagram (i.e. regularly projected onto a plane, z = 0, say). We denote,
as usual, by L+, L− and L0 three oriented links differing at a single crossing
((±1)-crossing, no crossing, respectively), see Figure 5.10. Denoting by m± and
m0 their respective number of components, one has m+ = m− = m0 ± 1.

7Roughly speaking, the framing is tubular neighbourhood center around the knots of the
knot. It is chosen to be "small" as desired so as to never intersect with itself in the vicinity of
adjacent branches. See [na20g] for a concise description of this concept.

8Think of it as an indented projection of framing. In other words, it is the extension of
the knot diagram from a curve to an infinitesimally thin ribbon.
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L0 L-L+

Figure 5.10: Crossings

Remark 5.4.1. Let us stress the fact that the three links L± and L0 may well
be mutually inequivalent (thus they belong to different connected components
of the manifold Y defined below): for instance, if L+ is a trefoil knot, L− is a
trivial knot and L0 is a Hopf link. This situation is not general, considering
L+ = E+ and L− = E− (“figure of eight" knots, i.e. trivial knots with ±1
writhe, see figure 5.11), both equivalent to the unknot ©, the corresponding L0
is a trivial 2-component link.

We already mentioned in reminder 5.2.1 the notion of knot polynomials as a
tool to provide knot invariants. With the notation introduced in remark 5.1.7,
one can see a knot polynomial as a function

Ŷ → R[X]

from the space of (possibly) mildly singular knots to the R-algebra of polynomials
on a certain ring R and set of indeterminates X. An example is given by the
so-called HOMFLYPT polynomial (see [FYH+85, PT87, Kau01]).

Definition 5.4.2 (HOMFLYPT polynomial). For any given link L, the
corresponding HOMFLYPT polynomial is a 2-variables (knot) polynomial
P = P (α, z) defined by the skein relation

αP (L+)− α−1 P (L−) = z P (L0) ,

for any crossing of a given diagram of L (see above remark 5.4.1), and by the
normalization relation on the unknot ©

P (©) = 1 .

Remark 5.4.3. The HOMFLYPT polynomial is an ambient isotopy. Diagrammat-
ically, this amounts to invariance under the Reidemeister moves Rj , j = 0, 1, 2, 3.
The actual calculation may be performed, for instance, via the skein-template
algorithm (see e.g. [Kau01], p.57). We recall also that P is not a universal
invariant, meaning that one can find inequivalent knots determining the same
HOMFLYPT polynomial (see for example [RGK94]).
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The HOMFLYPT polynomial can be obtained from the so-called H-polynomial:
Definition 5.4.4 (H-polynomial). For any given link L, the corresponding
H-polynomial is a 2-variables (knot) polynomial H = H(α, z) defined by the
skein relations

H(L+)−H(L−) = z H(L0) ,

H(L] 8±) = α±1H(L),

for any crossing of a given diagram of L. With L] 8± we mean the topological
glueing of a "figure of eight"-shaped “curl" (see also section 5.4.2 below for
further interpretation of the notation).
Proposition 5.4.5 (“Kauffman principle" (see [Kau01, p.55])). It is possible to
recover the HOMFLYPT polynomial out of the H-polynomial via the standard
writhe correction :

P (L) = α−w(L)H(L) = α−H(L)H(L) . (5.31)

In particular, the H-polynomial is not an ambient isotopy invariant but only a
regular isotopy invariant. Namely, one drops invariance under R1, i.e. addition
of a “curl".

Lagrangian submanifolds revisited

Recall that a submanifold Λ of a symplectic manifold (M,ω) is Lagrangian
when the symplectic form ω vanishes thereon and it is of maximal dimension
with respect to this property.

Consider now the cotangent space T ∗Q of a given smooth manifold Q taken with
its canonical symplectic form (see example 2.2.10). A Lagrangian submanifold
Λ ⊂ T ∗Q in general position can be described in the following way:
Theorem 5.4.6 (Maslov-Hörmander Morse family theorem (see e.g. [Mas72,
H7̈1, GS77, MS98])). Consider a Lagrangian submanifold Λ of the canonically
symplectic manifold T ∗Q. There exists (locally) a smooth function φ =
φ(q, a), (q, a) ∈ Q × Rk (Rk being a space of auxiliary parameters) and a
submanifold

Cφ = {(q, a) ∈ Q× Rk | daφ = 0} (5.32)
with d(da) of maximal rank thereon (here d = dq + da) such that the map

Cφ T ∗Q

(q, a) (q, dqφ)
(5.33)

is an immersion with image Λ.
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If the Hessian Ha (with respect to the auxiliary variables a) is non-degenerate,
one can solve a = a(q) and introduce the following objects:

• we call phase function the smooth function F ∈ C∞(Q), also denoted
F (q) := φ(q, a(q)), such that (q, dF (q)) ∈ Λ;

• given a phase function, we call momentum at q ∈ Q the covector dF (q) =:
p(q).

The non-degeneracy of the Hessian fails at the singular points of the obvious
projection Λ→ Q. However, the singular locus Z (the Maslov cycle) turns out
to be orientable and of codimension 1 in Λ with ∂Z of codimension ≥ 3 (see
e.g. [GS77, §II.7]).

WKB wave functions

Recall that, given a prequantizable symplectic manifold (M,ω), the Weil-Kostant
theorem (see theorem 4.1.15 above) implies the existence of a complex line
bundle L →M (prequantum bundle), equipped with a Hermitian metric and
compatible connection ∇ with curvature Ω∇ = −2πiω.

Since the symplectic 2-form ω vanishes on any Lagrangian submanifold Λ ⊂M ,
any (local) symplectic potential ϑ (dϑ = ω) becomes a closed form thereon,
giving a (local) connection form pertaining to the restriction of the prequantum
connection ∇. The former is a flat connection that will be denoted by the
same symbol ∇. When ∇ has trivial holonomy, one can defined the so-called
WKB-wave functions:

Definition 5.4.7 (WKB-wave function). We call a WKB-wave function any
global covariantly constant section of the restriction to Λ of the prequantum
line bundle L →M . In other terms, the latter is a section s ∈ Γ(L,Λ) such
that ∇s = 0.

A WKB-wave function s takes the local form (neglecting the so-called half-form
correction, see e.g. [Woo97])

s(m) := holγ(∇) · s(m0) = e
i
∫
γ
θ · s(m0) (5.34)

with γ denoting any path connecting a chosen point m0 in a (connected)
symplectic manifoldM with a generic pointm ∈M , holγ(∇) being the holonomy
of the (restriction to Λ of the) prequantum connection ∇ along γ. The right-
hand side tacitly assumes a trivialization of L → M around m0, and m in a
corresponding local chart.
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5.4.2 The HOMFLYPT polynomial as a WKB wave function

Let be (M,ν) a 3-dimensional smooth manifold oriented by the volume form ν.
Consider the free loop space LM and the Brylinski’s manifold ŶM of (mildly)
singular knots embedded in M introduced in reminder 5.1.7.

Recall that, by transgression, one gets a 2-form Ω on LM via the formula

Ω =
∫
S1
ev∗(ν) (5.35)

where ev : S1 × LM →M , given by ev(λ, γ) := γ(λ), is posthe evaluation map
(of a loop γ ∈ LM at a point λ ∈ S1). More explicitly, given tangent vectors u
and v at γ, it reads

Ωγ(u, v) =
∫ 1

0
ν(γ̇(λ), u(λ), v(λ)) (5.36)

(where we set γ̇ = dγ
dλ ).

The 2-form Ω is basic with respect to the Diff+(S1)-principal bundle X̂M → ŶM ,
namely iξΩ = iξdΩ = 0, with ξ any vertical vector field (i.e. generating an
orientation preserving reparametrization of the loop). Hence, Ω descends to a
closed, non-degenerate 2-form on ŶM , i.e. a (weak) symplectic form.

The keypoint is given by the following proposition:

Proposition 5.4.8 (Pre-quantum bundle for the Brylinksi’s manifold ŶM ). Let
be (M,ν) a 3-dimensional manifold with volume form ν. If [ν] is an integral
3-form then (ŶM ,Ω) is prequantizable.

Proof. Recall that, in general, the transgression gives rise to a (degree shifting)
morphism of complexes Ω•(M) → Ω•−1(LM), mapping closed (resp. exact)
forms to closed (resp. exact) ones in view of the general formula (direct
calculation, or see [Che77]):

d

∫
ω = −

∫
dω (5.37)

where, of course, the l.h.s. differential pertains to LM and the r.h.s. one
pertains to M .
Consequently, integral cohomology classes on M are mapped to integral
cohomology classes on LM . Therefore, if [ν] is integral, then [Ω] is integral as
well, this ensuring, via the Weil-Kostant theorem, the existence of a prequantum
bundle.
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A subtle though explicit construction can be given via the integral class
[ν] ∈ H3(M,Z), defining a gerbe, see [Bry93, Spe11].

We can naturally extend the above discussion to oriented links and accordingly
define the symplectic structure on the generalized Brylinski space of oriented
mildly singular links Ŷ (same notation) via the same formula above, by replacing
a knot K by a link L:

ΩL(·, ·) = (
∫
L

ν) (·, ·) :=
n∑
i=1

∫
Li

ν(γ̇i, ·, ·) (5.38)

Remark 5.4.9. We also point out, for completeness, that the weak symplectic
manifold (ŶM ,Ω) can be endowed with several other natural structures:

• ŶM can be naturally equipped with a (formally) integrable compatible
almost complex structure making it a Kähler manifold in an appropriate
sense, see e.g. [Bry93, PS89, AK98].

• Each connected component of ŶM is (up to technical subtleties, see
[Bry93] and [PS89] as well) a coadjoint orbit of the group of unimodular
diffeomorphisms of M , i.e. those preserving a volume form.

We shall deal with the case M = R3; the ensuing manifold Ŷ := ŶR3 is called
the manifold of oriented singular links in R3, whereas Y := YR3 is called the
manifold of oriented links in R3.
Remark 5.4.10 (Ŷ is prequantizable). Observe that the standard volume form
ν in R3 can be portrayed as

ν = dx ∧ dy ∧ dz = d(z dx ∧ dy) ≡ dθ̂ (5.39)

in terms of the (multisymplectic) potential θ̂; the latter transgresses to a
(symplectic) potential θ for Ω, which vanishes identically when restricted on the
plane z = 0.
In other terms, Ω is exact. Thence the assumptions of the Weil-Kostant theorem
are fulfilled and we have a trivial prequantization bundle L → Ŷ (Brylinski’s
line bundle).

The Chern-Simons Lagrangian submanifold

Consider the weak symplectic manifold T ∗Ŷ that is the cotangent space
associated to Ŷ together with its canonical symplectic structure.
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One can naturally introduce an appropriate Morse family9, c.f. with theorem
5.4.6, treating the space of U(1)-connections A as a set of auxiliary parameters10.
This family is given by the (link analogue) of the Abelian Chern-Simons action
with source, i.e. is the smooth function11 Φ ∈ C∞(Y ×A) given by

Φ(L,A) := k

8π

∫
R3
A ∧ dA+

∫
L

A (5.40)

Accordingly to theorem 5.4.6, Φ defines locally a Lagrangian submanifold Λ̃ of
the cotangent space T ∗Ŷ via the position

dAΦ |(K,A)= 0 (5.41)

where dA denotes the differential of A. Furthermore, the Lagrangian
submanifold Λ̃ ↪→ T ∗Ŷ admits a local phase φ ∈ C∞(Ŷ ) given by

φ(L) = −2π
k
H(L) ≡ 2πλH(L) (5.42)

where H(L) is the helicity of the link (see equation (5.29)) and λ := −1/k is
non-zero number 12 (see [BS06, §3] and references therein for details). The
previous discussion in subsumed by the following statement

Theorem 5.4.11 (Helicity as a phase function ([BS06, Thm 3.1])). The writhe
(helicity) of a link can be interpreted as a phase function pertaining to Λ̃, looked
upon as a Lagrangian submanifold of T ∗Ŷ .

Link invariants via geometric quantization

Consider now the submanifold Λ ⊂ Ŷ consisting of the links on a plane with
transversal intersections. It has been proved in [BS06] that Λ is a Lagrangian
submanifold with respect the symplectic given in equation (5.38). Henceforth we
tacitly identify a link in Y with its projection onto Λ (whilst retaining crossing
information via a ±-marking).
Since the symplectic potential of Brylinski’s form can be taken equal to zero

9To be formally interpreted in the sense of Hörmander (see e.g. [Mas72],[H7̈1]).
10It may be identified with DR(R3)⊗ R3, the space of compactly supported (real) vector

fields on R3, and standardly topologized accordingly. We regard it as an infinite dimensional
manifold modelled on itself (c.f. e.g. [KM97], p.439).

11Concretely, one first checks Gâteaux differentiability of Φ = Φ(K, ·), then observes that Φ
is indeed Fréchet differentiable (for instance by checking continuity of the Gâteaux derivative,
see e.g. [KM97, p.128]).

12The generic value taken by λ (in particular, it can be taken equal to a root of unity)
avoids trivialities.
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(see remark 5.4.10) the phase is (locally) constant. This is in accordance with
the fact that the phase is essentially given by the helicity and the latter is a
topological invariant. The CS-Lagrangian can be used, as in [BS06], as a Morse
family also for Λ. The Lagrangian submanifold Λ is thence locally given by the
graph

(L, dH(L)) = (L, 0) (5.43)
(dH(L) = 0 is the so-called eikonal equation, see [BS06, Spe06]).

In our context the assumptions of the Weil-Kostant theorem are fulfilled (see
remark 5.4.10). Hence we have a trivial prequantization bundle L → Ŷ ,
restricting to Λ (and denoted by the same symbol). A covariantly constant
section on L → Λ is then just a locally constant function on Λ ⊂ Ŷ since,
locally θ = dH = 0 and we neglect the so-called “half-form" correction (see e.g.
[BS06] and [Woo97]).
Then, observe that the phase function in equation (5.42) gives rise precisely to
the exponent of the -regular isotopy- Witten invariant

ψ = ψ(L) := e2πiλH(L) (5.44)

(obtained in [Wit89] via a path integral computation, see also [Gua93, Kau01,
BS06]). Furthermore ψ arises as a WKB wave function for the prequantum
line bundle L → Λ in a purely topological theory. The discussion developed in
the preceding subsections, extending to links the results obtained for knots in
[BS06], can be summarized via the following theorem (suitably merging and
extending Theorems 3.1, 4.1, 5.1 of the above paper):

Theorem 5.4.12 (Witten invariant as a WKB-phase function). Consider the
Brylinski’ manifold Ŷ of mildly singular links. The regular isotopy Witten
invariant ψ can be interpreted as WKB wave function in Brylinski’s framework.
Namely, it corresponds to a covariantly constant section of the restriction of
the prequantum line bundle to the submanifold Λ of singular knots on a plane,
viewed as a Lagrangian submanifold of Ŷ .

In this spirit, we propose a geometric quantization interpretation of the
HOMFLYPT polynomial building on the Besana-Spera symplectic approach to
framing via Brylinski’s manifold of mildly singular links.

Theorem 5.4.13 (HOMFLYPT as a WKB-phase function). The HOMFLYPT
polynomial can be recovered from the geometric quantization procedure applied
to the Brylinski manifold Ŷ and to its Lagrangian subspace Λ.
Namely, it coincides (after normalization) with a suitable covariantly constant
section Ψ = Ψ(α, z). The coefficient α is a phase factor related to the helicity
of a standard “eight-figure" and z comes from accounting for the variation of
the number of components of a link.
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Proof.

E+
L0

L+

Figure 5.11: Surgery via E+

Let be L a link. Consider three links L0, L± pertaining to a given crossing in
the indented diagram of L (see subsection 5.4.1).
Then, inspired by the Liu-Ricca approach ([LR12, LR15]), let us consider the
above “figures of eight" E±. Having the figure of eight a single crossing, one
has that H(E±) = ±1. Starting, for instance, from L0, one can “add" E+ to
the two coherently oriented parallel strands of L0 in such a way that E+ comes
with the opposite orientation: a partial cancellation occurs and the net result is
L+. Conversely, proceeding backwards we can, by adding appropriately an E−,
produce L0 from L+ and so on. Therefore, addition of E± allows one to pass
from one local configuration to the other13, see Figure 5.11.
Now set:

α := e2πiλH(E+) = e2πiλ ,

α−1 =e−2πiλ = e2πiλH(E−) ,
(5.45)

so that, trivially (compare with equation(5.30))m

ψ(L±) = α±1ψ(L0) ,

ψ(L±) = α±2ψ(L∓) ,

ψ(L+)− ψ(L−) = (α− α−1)ψ(L0) .

(5.46)

Thus we see that α±1 arises as the local contribution to the WKB wave function
ψ upon addition (surgery) of an eight figure (or “curl") - which can be applied
to a single branch as well (first Reidemeister move: this explains our notation
L] 8± for the link obtained from L by adding a ±-curl on one of its strands)
and α±2 as the corresponding contribution upon crossing the Maslov cycle Z.

We now wish to modify the above formula (5.46) so as to produce a genuine
ambient isotopy link invariant, while keeping the above interpretation, that is,
we shall prove the following
First of all, the prequantization bundle L → Λ can be trivialized via the trivial

13We explicitly notice that the two strands may indifferently belong to the same or to two
different components of the link involved.
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link invariant Ψ0 := 1. We wish to alter Ψ0 beyond the connected component of
the unknot © in order to get a non-trivial invariant. This will be accomplished
via a minimal alteration of the r.h.s. of equation (5.46). Given links L± and L0,
with respect to one of their crossings (we already observed that they may all be
mutually inequivalent, i.e. they may lie in different connected components of
Y ), we can nevertheless identify their respective fibres L± and L0 of the line
bundle L via the given trivialization. Let us then slightly modify the above
formula (5.46) and first look for a regular isotopy invariant wave function Ψ̃
such that

Ψ̃(L+)− Ψ̃(L−) = z Ψ̃(L0) ,

Ψ̃(L] 8±) = α±1Ψ̃(L)
(5.47)

with z now independent of α. But this is precisely the skein relation for the
H-polynomial (see definition 5.4.4). Hence Ψ̃ exists and can be promoted to the
looked for HOMFLYPT polynomial wave function Ψ via Kauffman’s principle
(proposition 5.4.5). Namely

Ψ(L) := α−w(L) Ψ̃(L) = α−H(L) Ψ̃(L), (5.48)

fulfilling
αΨ(L+)− α−1Ψ(L−) = zΨ(L0) ,

Ψ(©) = 1 .
(5.49)

The above procedure, applied to ψ, yields the trivial invariant Ψ0 = 1.

Remark 5.4.14. 1. The skein relation for the H-polynomial, and thence
for the HOMFLYPT polynomial, has been used in order to guarantee
the representation of the latter as a covariantly constant section of the
above line bundle. As such, our interpretation is consistent and crossing
independent.

2. The position z = α−
1
2 − α 1

2 reproduces the Jones polynomial. For α = 1
and z 6= 0 we recover the Conway polynomial. The case z = 0 yields the
trivial invariant Ψ = Ψ0 = 1.

3. The skein relation (5.3) can be equivalently written in the form

Ψ(L−) = α2 Ψ(L+)− zαΨ(L0) (5.50)

which tells us that Ψ(L−) can be obtained by suitably adding Ψ(L+),
corrected by a Maslov type transition (switching term: local surgery via
α2 - one has the same number of link components) and Ψ(L0), corrected
by a splicing term (“component transition") α (and multiplied by an extra
coefficient −z). The latter contribution was absent in [BS06] since that



238 HYDRODYNAMICAL HCMM AND LINKED VORTICES

paper dealt with knots only. Notice that the apparent notational clash
(one would naively expect a switch α↔ α−1 in (5.3) and (5.4)) is simply
due to the Kauffman principle.

4. Passage from L± to L0 (and conversely) in Y - abutting, as already
remarked, at a change in the number of the link components - involves
coalescence of two opposite crossings into one and corresponding tangent
alignment (a sort of “dipole", related to the second Reidemeister move).
This is a sort of “higher order" contribution beyond the Maslov one.

5. In this way we essentially recover the hydrodynamical portrait of Liu and
Ricca [LR12, LR15], essentially stating that “ P = tH " via a different
(and more conceptual) interpretation. In particular, the meanings of the
two parameters used in HOMFLYPT are not quite the same. The local
surgery operation involves helicity, as in Liu-Ricca, but we portray the
latter as yielding a local phase function, governing a component transition
or Maslov, upon squaring it, as in [BS06].

6. The Chern-Simons (CS) 3-form AL∧dAL can be interpreted, in adherence
to [Spe11], as a connection 3-form for a 2-gerbe, having zero curvature on
R3 \L. The provisional wave function ψ = exp 2πiλH(L) then essentially
becomes the “parallel transport" of this connection “along" R3, and it is
already an important topological invariant.

7. The considerations made in the previous remark may provide the starting
point of a multisymplectic reformulation, involving (R3, ν) instead of its
transgressed symplectic manifold (LR3,Ω), possibly casting further light
on the Jones-Witten theory.
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Appendix A

Graded multilinear algebra

This chapter introduces some basics definitions of linear algebra on graded
vector spaces and establishes the notation adopted in the thesis’s body.
Although this material can now be considered standard, it is useful to include it
for the sake of fixing unambiguously the several conventions related to graded
objects.
Most of the content is drawn from the following sources [Man11b, Ban16, Sch09,
Rei19, DMZ07, Del15, FM07].

To clarify how certain conventions and sign rules emerge, we thought it
worthwhile to arrive at the definition of graded vector space starting from
the more abstract notion of category of graded objects. However, the reader may
decide to jump directly to the section A.2 where the category of graded vector
spaces, the main setting of this thesis, is introduced.

A.1 Categorical prelude: categories of graded
objects

In this section will be assumed some basic notions in category theory, see
[Rie16] or [Mac78] for an introductory exposition. Note in particular that all
the category considered are locally small.

240
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A.1.1 Basic definitions

Consider an arbitrary set S and a category C. We call S-graded object any
family of objects of C indexed by S.

Definition A.1.1 (Category of S-Graded C-objects). We define the Category
of S-Graded C-objects as the functor category

C
S :=

{
Ŝ → C functors

}
where Ŝ is the set S regarded as a discrete category (objects are the elements
on the set S and the only arrows are identities).

Remark A.1.2. Definition A.1.1 implies that a morphism φ between two graded
object A and B in CS is a natural transformation

(
φ : A ·−→

)
B ≡ S C

A

B

φ

Notation A.1.3. A S × S graded C-object is also called S-bi-graded. Such
terminology could be iterated straightforwardly.
Remark A.1.4. Concretely, any object A ∈ CS is equivalent to a family {As}s∈S
of objects in C labelled by the elements of S. Similarly, any morphism φ ∈
Hom

C
S (A,B) can be seen as a collection φ = {φs : As → Bs}s∈S of morphisms

in C indexed by S.
Informally, both can be seen as functions from S to, respectively, objects and
morphisms of C. This definition is more correctly phrased in terms of functors
since ob(C) is not in general a set.
Remark A.1.5. Observe that Ŝ = Ŝop, therefore graded objects are in particular
presheaves.
Notation A.1.6. When one specializes the category C to be the category of sets
(resp. R-modules, K-vector spaces or K-algebras; Being R a ring and K a field),
S-graded objects are called S-graded sets (resp. S-graded R-modules, S-graded
K-vector spaces or S-graded K-algebras).

Since CS is a category of functors, it inherits several properties from the
categorical structure of C:

Proposition A.1.7. Consider two categories C and D and denote by [C,D] the
category of functors from C to D.

1. If D has limits or colimits of a certain shape, then so does [C,D].
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2. If C is small and D is Cartesian closed and complete, then [C,D] is
Cartesian closed.

3. If D is pre-additive so is [C,D], in particular if D is Abelian so is [C,D].

Proof. 1. Limits in [C,D] can be computed "point-wise" from the limits in D.
Note that if D is not complete, then can exist other limits in [C,D] that
are not defined point-wise. (See [na20h] for details).

2. The sketch of the proof can be found in [na20b] .

3. The Ab-enrichment property on [C,D], as well as the ker and the coker
of a morphism, can be defined again point-wise from the pre-additive
structure on D. (The specific proof for Z-graded objects in an Abelian
category can be found in [Sta18, Lemma 12.16.2.].)

In practice, there are three main choices for the grading set S that appear most
frequently in the literature: the natural numbers N, the integers Z and the
group Z/2 1. Note that these three objects are not simply sets but they carry a
canonical algebraic structures: N is a monoid, Z and Z/2 are Abelian groups.
In the following, we will see how the algebraic structure of S reverberates in
the properties of CS .

A.1.2 Degree shifts

Let be C an arbitrary category and be S a grading set. Observe that, given a
S-graded object A ∈ CS , exchanging the components associated to two fixed
labels define a different graded object. More generally, an S-indexed family of
objects can be re-indexed giving a different S-graded object. This operation
can be encoded as a functor:

Definition A.1.8 (Degree shift functor). Given a function f : S → S, we
define the degree shift pertaining to f as the endofunctor [f ] : CS → C

S defined
on a graded object A as the precomposition of the associated functor with f̂ ,
i.e.

[f ](A) := A[f ] = A ◦ f̂ ,
1A Z/2-graded object it is also called a super-object.

https://ncatlab.org/nlab/show/functor+category#properties
https://ncatlab.org/nlab/show/cartesian+closed+category#exponentials_of_cartesian_closed_categories
https://stacks.math.columbia.edu/tag/09MF
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diagrammatically denoted as

S S

C

f

A[f ]
A ,

where f̂ is the function f regarded as an endofunctor on Ŝ. The action on a
morphism φ : A→ B is given by the (horizontal) precomposition of the natural
transformation φ with the functor f̂ .

Concretely, for any two graded objects A and B and for any graded morphism
φ : A → B, one has that (A[f ])i = Af(i) and φ[f ]i = φf(i), i.e. the following
diagram commutes in the category C

(A[f ])i Af(i)

(B[f ])i Bf(i)

φ[f ]i φf(i) .

Remark A.1.9 (Grading given by a monoid). A little bit more abstractly, one
could say that there exists a monoid action2

(HomSet(S, S), ◦) [ · ]−−→ (HomCat(CS ,CS), ◦)) ,

i.e. there is a sort of "action" of the monoid of endomorphism of S on the
category of S-graded C-object.
In particular, when S is a monoid, with product denoted by ·, it is natural to
consider the subset of (left) actions of S on itself{[

Ls : S S
q s · q

]}
s∈S

⊂ (HomSet(S, S), ◦)

which is in a one-to-one correspondence to S. In other words, there is an action
of S on CS , that is a monoid homomorphism

[·] : S HomCat(CS ,CS)

s

(
[s] : C

S −→ C
S

(k 7→ Ak) 7−→ (k 7→ As·k)

)
2One must pay extra care when considering the collection of natural transformations since

not it is not a set in general. However, when C is small, CS is locally small [FSB95].
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Being a monoid morphism guarantees that [s′][s] = [s′ · s].
When the monoid is commutative, there is no need to distinguish between left
or right action; hence we simply talk about [s] as the shift by s ∈ S.
When S is also a group, [Ls] functors are invertible with [Ls]−1 = [Ls−1 ].
Remark A.1.10. Note that the definition of shift can be seen as a particular
instance of the action of End(S) = Homcat(S,S) on [S,D] given by
"precomposition" or "pullback". In other terms,

[·] : End(S) = Homcat(S,S)→ Homcat(S,D) .

Remark A.1.11. Let be A ∈ CS a S-graded object. When S is a group, it is
trivial to observe that, taken all together, the shifts define a S-graded CS object

(k 7→ A[k]) .

Therefore, one could alternative regard the shift operation as a functor [•] :
C
S → (CS)S .

Notation A.1.12 (Graded-morphisms vs homogeneous maps). Given any k ∈ S
and A,B graded objects, it is customary to call any map in Hom

C
S (A,B[k])

homogeneous map in degree k. In particular morphisms in C
S are degree 0

homogeneous map.

A.1.3 Graded objects in categories with (co)limits

Recall that, according to proposition A.1.7, any limit3 Lim in C can be easily
extended to a limit in CS simply defining (Lim(D))i = Lim(Di) for any diagram
D in the category of S-graded C-objects

Any category C with terminal object can be easily regarded has a full subcategory
of CS :
Lemma A.1.13. Given k ∈ S, a category C and a fixed object T ∈ ob(C), the
functor

Gk : C→ C
S ,

acting on objects as

(Gk(A))i =
{
A i = k

T i 6= k

and on morphisms as(
Gk
(
A

φ−→ B
))

i

=
{

(A φ−→ B
)

i = k

(T idT−−→ T ) i 6= k
,

3In the categorical sense, i.e. universal cone over a certain diagram. See [Mac78, Chap. V].
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is faithful. If T is terminal object in C the functor Gk is also full.
Given two indices k, k′ in S, one has Gk′ = [f ] ◦ Gk where f is the unique
invertible function on S such that f(k) = k′, f(k′) = k and f(i) = i when
i 6= k, k′. In a diagram, the following triangle of functors commutes

C C
S

C
S

Gk

Gk′
[f ] .

Proof. The definition is well-posed, functoriality is enforced by the composition
rule of morphisms of C.
Faithfulness follows easily from the definition; namely Gk(f) = Gk(g) if and
only if f = g for any f, g ∈ HomC(A,B).
Fullness is a consequence of the universal property of the terminal object since
the only possible morphism between (Gk(A))i = (Gk′(A))i when i 6= k, k′ is the
terminal arrow T → T .
The last property follows from the definition of shift, for any A ∈ C one has

(
Gk(A)[f ]

)
i

=
(
Gk(A)

)
f(i) =

{
0 f(i) 6= k

A f(i) = k
=
{

0 i 6= k′

A i = k′
=
(
Gk′(A)

)
i

Remark A.1.14. Observe that, given A ∈ C
S and T ∈ C terminal object,

any morphisms f ∈ HomC(Ak, B) can be uniquely extended to a morphism
f ∈ Hom

C
S (A,Gk(B)) in the trivial way

fi =
{
Ai

!−→ T i 6= k

Ak
f−→ B i = k

.

Uniqueness is a simple consequence of the universal property for T .

It follows from Lemma A.1.13 that any object in a category C with terminal
object can be seen as a "special" object in CS . When C possesses all coproducts∐
, and the terminal object T is initial (i.e. zero object), also the "converse"

statement holds:

Lemma A.1.15. Given a category with all coproducts
∐
, consider the functor

F : CS C

A
∐
i∈S Ai

,
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acting on morphisms as (
F
(
A

φ−→ B
))

=
∐
i∈I

ϕi ,

where
∐
i∈S ϕi is the unique arrow provided by the universal property of

coproducts. Namely, given two arrows (f : A1 → B1) and (g : A2 → B2)
one could define their sum as the unique arrow f t g provided by the universal
property of the coproduct t:

A1 A2

A1 tA2

B1 B2

B1 tB2

f g

ftg!
.

When T defining Gk is an initial object, F is a left inverse of Gk, i.e. there
exists a canonical natural isomorphism

F ◦Gk ⇒ idC .

Proof. F is well-defined since the universal property of
∐

guarantees
functoriality. The natural isomorphism is given on every component by the
canonical isomorphism implieds by the universal property of coproducts and
initial objects

A
∐

I ' A ' I
∐

A .

Remark A.1.16. Note that the two functors F and Gk are not adjoint.
Example A.1.17. When C is the category of sets with functions and

∐
is the

disjoint union of sets, a S-graded set A can be regarded as a pair:Ã =
∐
s∈S

As , | · | : Ã S
As 3 a s


where Ã = {(a, s)|s ∈ S, a ∈ As} is called the (total) set of homogeneous
elements and | · | is the grading function.
Remark A.1.18. The reasoning of example A.1.17 can be extended to any
concrete category, i.e. categories of structured sets. Recall that a concrete
category can be formalized as category C together with a faithful functor
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J : C → Set, called forgetful functor, which associates to any object A ∈ C
the underlying sets of points A ∈ Set. The forgetful functor implies a functor
from the category of S-graded C-objects to the category of S-graded sets simply
given by post-composition with J ,

J ′ : CS SetS

A J ◦A
.

Therefore, one can define a "grading" as a function on the set of homogeneous
elements

∐
s∈S As.

When C is a concrete category with coproducts
∐

one could mimic the definition
in example A.1.17 identifying any graded object A as a pair∐

s∈S
As ,

| · | :
∐
s∈S As S

As 3 a s

 .

Note that one can not define the grading as a function on
∐
s∈S As, or as

morphism in CS , since, in general, the subset of homogeneous elements
∐
s∈S As

is only a subset of
∐
s∈S As. When the two coincide the category is said to

admit concrete coproducts [Bou17, 1.3.3].
Remark A.1.19 (About the total functor). When C is pre-additive, i.e. finite
products and coproducts coincide (see for example the category V ect of vector
spaces in section A.2), it is customary to denote coproducts as ⊕ and the functor
F of lemma A.1.15 as (−)⊕. Given a graded object A, A⊕ is sometimes called
the total object or total space.

A.1.4 Monoidal structure

In simple terms, a monoidal category is a category equipped with a notion of
"tensor product" (see [Mac78] or also [na20n]). Most of the subtleties that can
be encountered when dealing with graded spaces derive from consistently using
the monoidal structure. The keypoint is that, when certain conditions are met,
a category of graded objects CS inherit the monoidal structure from C.

Observe first that that the Cartesian structure × on Cat and Set implies that
there exists a canonical functor

× : C
S × CS (C× C)S×S

((k 7→ Ak), (s 7→ Bs)) ((k, s) 7→ Ak ×Bs)
.

When C is equipped with the monoidal structure ⊗, the postcomposition of
the previous functor with ⊗ yields a functor from pairs of S-graded objects to
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S-bigraded objects:

(⊗) ◦ (×) : C
S × CS (C)S×S

((k 7→ Ak), (s 7→ Bs)) ((k, s) 7→ Ak ⊗Bs)
.

In the case that the grading set S is equipped with a monoid product ·, and
given a monoidal structure ⊕ on C (possibly different from ⊗) one can also
introduce the canonical functor

tot : C
S×S

C
S

((k, s) 7→ A(k,s)) (g 7→
⊕

s·k=g As,k)
. (A.1)

In general, when two suitable compatible monoidal structures occus, it is possible
to introduce a canonical monoidal structure on the category of graded objects.
Namely, one can consider the consecutive composition of the three previous
functors:

Proposition A.1.20. Given a monoidal structure (·, 1) on S and be C a
"bimonoidal" 4 category (C,⊕, 0,⊗, 1), the endofunctor ⊗̃ = (tot) ◦ (⊗) ◦ (×) :
C
S × CS → C

S, defined on objects as

(A ⊗̃B)s =
⊕
gh=s

Ag ⊗Bh ,

yields a monoidal structure on CS.

Proof. Defining the unit object in CS as

1̃ : S C
1 1

s 6= 1 0

the definition of the associator, left unitor and right unitor of ⊗̃ follows
straightforwardly from the their counterparts related to ⊗ on each degree.

4A Rig-category [na20o] is a category with two monoidal structures (C,⊕,0) and
(C,⊗, 1), where the first one is symmetric, together with left and right distributivity natural
isomorphisms

d` : A⊗ (B ⊕ C)→ (A⊗B)⊕ (A⊗ C)

dr : (A⊕B)⊗ C → (A⊗ C)⊕ (B ⊗ C)

and absorption/annihilation isomorphisms

a` : A⊗ 0→ 0

ar : 0⊗A→ 0

satisfying a set of coherence laws (see for example [Lap72]).



THE CATEGORY OF GRADED VECTOR SPACES 249

Remark A.1.21. In the case that C is equipped with a braiding with respect to
⊗ (i.e. C is a "braided monoidal" category), there is a natural induced braiding
pertaining to ⊗̃,

(BV,W )n =
⊕
k+`=n

BVk,W`
: (V ⊗W )n → (W ⊗ V )n ,

where BVk,W`
is the braiding provided on C and (V,W ) is an arbitrary pair of

S-graded C-objects.
Remark A.1.22. When the grading set is a ring (S,+, ·), there are two possible
monoidal structures to consider when constructing ⊗̃. In the case that S = Z,
it is customary to choose the sum operation as the monoid structure defining
⊗̃ while the product is used to twist the induced braiding with an extra sign.
(Compare with the so-called "Koszul convention" in section A.2.1).

A.2 The category of graded vector spaces

In what concern this thesis, we are only interested in the case where S = Z

and C = V ect is the category of vector spaces over the field of real numbers R.
Most of what follows could be extended to vector spaces over a generic field K
of characteristic 0 and R-modules with a relatively small effort.

Definition A.2.1 (Graded vector spaces). We call graded vector space any
object in the Z-graded vector spaces category V ectZ. In other words, a graded
vector space is a collection {V k}k∈Z of vector spaces over R indexed by Z. A
morphism of graded vector spaces V → W is a family of linear maps {fk :
V k →W k}k∈Z.

Notation A.2.2. Notice that, when dealing with graded vector spaces, we slightly
changed the notation introduced in section A.1. Namely, we denote the degree
k sector of a graded vector space as V k, i.e. we put a superscript k instead of
a subscript. This choice is in accordance with the "cohomological convention"
(see section 1.1.2) employed throughout the text.
Remark A.2.3 (Categorical properties of V ect). Recall that V ect is an extremely
rich category. we will be interested in the following properties:

• V ect is a complete and cocomplete category. In particular the trivial
0-dimensional vector space 0 is a zero object, i.e. it is both initial and
terminal:

V 0 W
v 0 0W

! !
.
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V ect admits products, called direct products, for any set of indices J , given
by:

∏
j∈J

Wj =

 · · · ×Wj × . . .︸ ︷︷ ︸
Set-theoretic Cartesian product

,
(ωj)j∈J + (ω′j)j′∈J = (ωj + ωj′)j∈J

λ(ωj)j∈J = (λωj)j∈J︸ ︷︷ ︸
index-wise linear structure


with surjective "projectors":

πj :
∏
j∈J

Wj Wj

(ωj)j∈J ωj

.

V ect admits infinite coproducts, called direct sums, given by:

⊕
j∈J

Wj =

 (ωj)j∈J ∈
∏
j∈J

Wj

∣∣∣∣∣∣ ωj 6= 0Wj

only for a finite
numbers of indices j


with injective "injectors":

ιj : Wj

⊕
j∈JWj

ω

(
ωh =

{
0h h 6= j

ω h = j

)
h∈J

.

By definition
⊕
j∈J

Wj ⊆
∏
j∈J

Wj is a linear subspace, the equality holds

when #J <∞.

• V ect is a symmetric monoidal category. The tensor product functor is
given by the usual tensor product of vector spaces:

V1
⊗
K

V2 = F(V1 ⊕ V2)
∼

where F(V1⊕V2) denotes the free vector space generated by the elements
of set V1 × V2 and ∼ is the vector subspace encoding distributivity

(v + v′, w) ∼ (v, w) + (v′, w)

(v, w + w′) ∼ (v, w) + (v, w′)

and scalar multiplication

(λv,w) ∼ λ(v, w) ∼ (v, λw) .
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Such object is a vector space by the definition of quotient of a vector
space with respect to a linear subspace. The unit object is given by the
1-dimensional vector space R. The corresponding associator, left unitor,
and right unitor isomorphisms, are trivial and usually treated as simple
identifications5:

α : V1 ⊗ (V2 ⊗ V3) (V1 ⊗ V2)⊗ V3
x1 ⊗ (x2 ⊗ x3) (x1 ⊗ x2)⊗ x3

∼

λ : V ⊗ R V
v ⊗ λ λv

∼

ρ : R⊗ V V
λ⊗ v λv

∼
.

There is also a trivial symmetric braiding:

BV1,V2 : V1 ⊗ V2 V2 ⊗ V1
v1 ⊗ v2 v2 ⊗ v1

.

• V ect is a distributive monoidal category [na20e]. That means that the
monoidal structure ⊗ distributes over the (cartesian) monoidal structure
given by direct sums, thus we have two canonical isomorphisms

d` : X ⊗ (Y ⊕ Z) (X ⊗ Y )⊕ (X ⊗ Z)
x⊗ (y + z) x⊗ y + x⊗ z

∼

dr : (X ⊕ Y )⊗ Z (X ⊗ Z)⊕ (Y ⊗ Z)
(x+ y)⊗ z x⊗ z + y ⊗ z

∼
.

This is a particular case of Rig-category [na20o].

• V ect is a V ect-enriched category (also known as R-linear category or
algebroid [na20a]). That means that there is a canonical R-structure on
the space of linear maps HomV ect(V,W ) or, in other words, there exists
an "internal hom functor"

[−,−] : V ectop × V ect→ V ect

5Technically, V ect is not "strict" monoidal (see [Mug10]), e.g. V1 ⊗ (V2 ⊗ V3) and
(V1 ⊗ V2)⊗ V3 are isomorphic but -in principle- different. However, most of the time they
will be considered "equal" implying the underlying isomorphism α. The same idea is applied
also to λ and ρ.

https://ncatlab.org/nlab/show/distributive+monoidal+category
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defined on a pair of objects V,W ∈ V ect as

[V,W ] =


HomV ect(V,W )︸ ︷︷ ︸
Set of linear maps

,
(A+B)(v) = A(v) +B(v)

(λA)(v) = λA(v)︸ ︷︷ ︸
vector-wise linear structure

∀v∈V
∀A,B∈HomV ect(V,W )


.

Clearly the usual Hom functor factors through the internal one and the
forgetful functor neglecting the linear structure. It follows easily from
the definition that the composition map of linear maps is bilinear with
respect to the linear structure on the hom-space, therefore there is natural
morphism

− ◦ − : [V,W ]⊗ [W,V ′] [V, V ′]
(A : V →W )⊗ (B : W → V ′) (B ◦A : V → V ′)

.

• V ect is monoidal closed [na20c]. The functor [−,−] defined above is also
internal in the sense of monoidal closed categories; i.e. , for any V ∈ V ect,
[V,−] is right adjoint to −⊗ V . The latter can be proved by exhibiting
an explicit "currying" [na20d] natural isomorphism in the category of sets:

”Curry”: HomV ect(V ⊗W,L) HomV ect(V, [W,L])

(h : V ⊗W → L)
(
ĥ : V −→ [W,L]

v 7−→ (h(v,−) : W → L)

)∼

(A.2)

Note that this isomorphism realizes precisely the universal property
of tensor products of vector spaces. It is not difficult to see that
HomV ect(V, [W,L]) consists of functions from V × W to L which are
separately linear in both of the two entries i.e. coincides with the set of
L-valued bilinear maps Multi(V,W ;L) .

• V ect is an Abelian category. Being enriched in vector spaces, V ect is in
particular an ab-enriched category, also called pre-additive. The further
condition that for any linear maps is possible to define a kernel and a
cokernel ultimately makes V ect Abelian.

Remark A.2.4 (Specializing the general theory of graded objects). Most of
the structures explained in section A.1 specialize to the category V ectZ; in
particular:

https://ncatlab.org/nlab/show/closed+monoidal+category
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• The category V ectZ is complete and cocomplete. Limits are defined
component-wise. For instance there is a zero object

0 = (k 7→ 0 ∈ V ect) ,

product and coproduct are given by

∏
j∈J

Vj =

k 7→∏
j∈J

(Vj)k


and ⊕
j∈J

Vj =

k 7→⊕
j∈J

(Vj)k
 .

• The category V ectZ is Abelian. Kernels and cokernels are defined
component-wise:

ker(f : V →W ) =
(
k 7→ ker(fk : V k →W k)

)
coker(f : V →W ) =

(
k 7→ coker(fk : V k →W k)

)
.

• The category V ectZ is V ectZ-enriched. For any two V,W ∈ V ectZ, the
internal hom-functor is defined component-wise as the graded vector
space6

[V,W ] =
(
k 7→ [V k,W k]

)
.

In particular it is also monoidal closed [Del15, ex 1.1.]. Considering the
direct sums of all the components one gets an enrichment over V ect.

• The grading set Z is a field and in particular a ring. We thus may consider
the shift by j functor for any j ∈ Z:

V [j] =
(
k 7→ V k+j) .

Remark A.2.5. Similarly to what hinted in A.1.18, it is customary to understand
a graded vector space as its associated total vector space V ⊕ ∼=

⊕
k∈Z V

k

(see also remark A.1.19) keeping implied the choice of a particular Z-labelled
decomposition, or grading, and referring to elements completely contained in
V p as "homogeneous of degree p".
In particular, the standard isomorphism A⊕ 0 ' A implies that the category

6We ought to notice that the convention we are employing here is slightly non-standard. A
popular choice (see [na21]) is to consider the graded vector space homogeneous graded maps,
defined below in remark A.2.10, as the internal hom-space for the category of graded vector
spaces.
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defined in Definition A.2.1 includes any S-graded vector space where S is a
countable set. For instance, if S = {0, 1}, any S-graded vector space A can be
regarded as a Z-graded vector space simply by imposing that Ai = 0 for all
i /∈ S.
Furthermore, V ectZ can be viewed a the (non-full) subcategory of V ect
consisting of decomposable vector spaces V ⊕ = ⊕k∈ZV k with morphisms
given by degree-preserving linear maps. According to this, one can easily define
the direct sum and tensor product of two graded vector spaces out of the
corresponding operators ⊕ and ⊗ on V ect. Namely it suffices to specify a
grading on the following "decomposable" ordinary vector spaces

(V ⊕W )⊕ = V ⊕ ⊕W⊕ ,

(V ⊗W )⊕ = V ⊕ ⊗W⊕ .

For instance, one can enforce that (V ⊕W )k = ⊕i+j=kV i ⊗W k for any k ∈ Z.
Notation A.2.6 (Concentrated graded vector spaces). A graded vector space V
is said to be concentrated in degrees S ⊂ Z if V k = 0 for all k 6∈ S. Note that
we can regard ordinary (in the sense of "ungraded") vector spaces as Z-graded
vector spaces concentrated in degree 0.
Definition A.2.7 (Bi-graded vector spaces). We call bi-graded vector space any
object in the (Z× Z)-graded vector space category V ect(Z×Z). In other words,
is is a collection {Vk}k∈Z×Z of vector spaces over R indexed by pairs of integers.
(The definition extends trivially to any multi-grading on generic graded object.)
Remark A.2.8. To any bi-graded vector space one can associated a graded one
through the total space construction, i.e. , for any given V = (s, t 7→ Vs,t) ∈
V ectZ×Z, one can introduce

tot(V ) = (q 7→
⊕
s+t=q

Vs,t) .

Definition A.2.9 (Homogeneous maps). It is customary to call any graded-
morphism f ∈ HomV ectZ(V,W [k]) a homogeneous map from V to W in degree
k. In particular any graded morphism V →W is a degree 0 homogeneous map.
Remark A.2.10 (Neglecting the internal grading). The set of all homogeneous
maps from V → W constitutes a Z-graded object in the category V ectZ. In
other words, there is a bi-graded vector space

((k, s) 7→ HomV ect(V s,W [k]s)) .

It is customary to neglect the "internal grading" given by the index s. Namely,
one introduces the Z-graded vector space of homogeneous maps as

HomV ectZ(V,W ) :=
(
k 7→ (HomV ectZ(V,W [k]))⊕

)
,
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where the superscript ⊕ means the direct sums of all the components of
the graded vector space, i.e. V ⊕ = ⊕k∈ZV k, as defined in remark A.1.19.
Accordingly, we will often refer to elements in Homk

V ectZ(V,W ) simply as
linear maps in degree k. This is completely consistent with the fact that
f ∈ Homk

V ectZ(V,W ) is, by its very definition, a linear map between ordinary
vector spaces f : V ⊕ →W⊕ such that im(f

∣∣
V i

) ⊂W i+k.

Notation A.2.11 (Shifted elements). Given v ∈ V |v|, we denote by v[k] the
element v seen as an element in V [k]|v|−k. In other words, |v[k]| = |v| − k. An
homogeneous map f in degree |f | = k from V to W is a graded morphism (i.e.
degree 0 linear map) given by:

f : V W [k]
v (f(v))[|f |]

.

The latter will be often denoted as a linear map f : V → W implying the
passage to (f)⊕ explained in remark A.2.10.
The action of the shift functor [`] on an homogeneous map f (graded morphism
f : V →W [|f |]) is given by

f [`] : V [`] W [|f |][`]
v[`] (f(v))[|f |][`]

. (A.3)

Definition A.2.12 (Composition of homogeneous maps). Given two homo-
geneous maps f ∈ HomV ectZ(V,W [k]) and g ∈ HomV ectZ(W,X[`]) in degree k
and ` respectively, we define their composition as the homogeneous map

g ◦ f := g[k] ◦ f ∈ HomV ectZ(V,X[k + `]) .

Remark A.2.13. According to the notation introduced in remark A.2.10, one
has

Homi
V ectZ(V,W [l]) ∼= Homi+l

V ectZ(V,W ) .

Notice also that linearity ensures the following compatibility rule on homoge-
neous maps

HomV ectZ(A⊕B,C) ∼= HomV ectZ(A,C)⊕HomV ectZ(B,C) . (A.4)

Notation A.2.14 (Graded maps vs. homogeneous maps). From now on, we will
only work in the category of graded vector spaces, therefore we will omit the
subscript V ectZ when denoting the hom-sets.
Namely, we denote as Hom(V,W ) the graded vector space (due to the internal
hom-functor) of graded morphisms between V and W . We also denote as
Homk(V,W ) = Hom(V,W [k]) the graded vector space of homogeneous maps
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in degree k. Therefore we call Hom(V,W ) = ⊕k∈Z Hom(V,W [k]) the graded
vector space of homogeneous maps in any degree.
Recall that Hom(V,W ) = Hom0(V,W ), we stress that in our convention arrows
between graded vector spaces are always homogeneous map in degree 0.

A.2.1 Monoidal structure and Koszul convention

Some slightly more subtle conventions appear when dealing with the induced
monoidal structure on V ectZ.

Since V ect is a bi-monoidal7 category and Z is, in particular, a monoid,
proposition A.1.20 assures the existence of an induced monoidal structure
on graded vector spaces. The action on objects is given by

V ⊗W =

k 7→ ⊕
i+j=k

V i ⊗W j

 ,

and the action of morphism f : X → Y and g : W → Z is given by

f ⊗ g

k 7→ ⊕
i+j=k

(
f i ⊗ gj : Xi ⊗W j → Y i ⊗ Zj

) .

The associator and unitor isomorphisms come from the associativity and unity
isomorphisms in V ect. Note that V ect is also braided, therefore, according again
to proposition A.1.20, there is a canonical braiding induced on the category
V ectZ of graded vector spaces.

As it has been anticipated in remark A.1.22, it is customary to consider on
V ectZ a "twisted" version of the canonical Braiding called "Koszul braiding".

Definition A.2.15 (Koszul braiding). We call Koszul braiding the braiding
natural transformation defined on homogeneous elements by the isomorphism

BV,W : V ⊗W W ⊗ V
x⊗ y (−)|x||y|y ⊗ x

for any V,W ∈ V ectZ.

Remark A.2.16 (Braiding notation). The braiding is clearly symmetric since

BV,W ◦BW,V = idW⊗V , BW,V ◦BV,W = idV⊗W .
7Namely with respect to the monoidal structures given by the tensor product ⊗ and by

the direct sum ⊕.
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Notation A.2.17. We will often omit the subscript V,W in BV,W when there is
no ambiguity about the domain V ⊗W of the braiding operator.
Remark A.2.18 (Koszul convention). Informally, the choice of the Koszul
braiding implies that the exchange of two homogeneous elements keeps track of
their degree of the two exchanged elements. Namely, whenever two elements in
degree m and n are swapped, a sign (−)mn is introduced.

This convention has several tricky consequences mostly coming from the tensor
product of shifted spaces.
Remark A.2.19 (Suspension). A first important observation is that the three
graded vector spaces, V [1], R[1]⊗ V , and V ⊗ R[1], coincides components-wise

(V [1])k ≡ (R[1]⊗ V )k ≡ (V ⊗ R[1])k = Vk+1 ∀k ∈ Z .

Nevertheless, we cannot assume that the above three spaces coincide because
R[1]⊗ V and V ⊗ R[1] are isomorphic through the braiding but, in principle,
different. Therefore there is the freedom to choose which of the two spaces can
be identified with V [1]. In the wording of [FM07]:

we adopt the convention that "degrees are shifted on the left".

Namely we understand the following natural identification V [1] ∼= R[1] ⊗ V
realized by the suspension isomorphism8,

susp: V [1] R[1]⊗ V
v[1] 1[1] ⊗ v

∼
.

According to this convention, there is also a corresponding "suspension on the
right" by composing the suspension with the Braiding:

R[1]⊗ V

V [1]

V ⊗ R[1]

B

susp

that is :
B ◦ susp: V [1] V ⊗ R[1]

v[1] (−)|v|v ⊗ 1[1]
.

8Would be better to refer to it as suspension natural transformation, susp : R[1]⊗ ⇒ [1].
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Basically, we are imposing that the shift functor is equivalent to left tensor
product with R[1]. Iterating the suspension, one obtains the following
isomorphism

susp: V [k] R[k]⊗ V
v[k] 1[k] ⊗ v

∼
,

denoted again by susp with a slight abuse of notation. In particular we assume
that

susp: R[k]⊗ R[`] R[k + `]
1[k] ⊗ 1[`] (1[`])[k] = 1[`+k]

∼
.

The latter implies the following canonical identification9 R[k]⊗R[`] ≡ R[`+k] ≡
R[`]⊗ R[k] and, according to remark A.1.9, the following shifted spaces are also
identified

V [k][`] ≡ V [k + `] ≡ V [`][k] .

We stress that the latter convention differs from some references in the
bibliography, see e.g. [Del18b], where the shift is precisely defined by tensor
multiplication on the left and V [k][`] and V [`][k] are not identified but considered
isomorphic (implying in particular an extra sign).

More in general, the choice of a suspension implies the following isomorphism
defined on any pair of graded vector spaces:

Definition A.2.20 (Décalage).

dec: V [k]⊗W [`] (V ⊗W )[k + `]
v[k] ⊗ w[`] (−)`·|v|(v ⊗ w)[k+`]

∼

Remark A.2.21 (Construction of dec). The décalage operator introduced in
definition A.2.20 can be explicitly constructed by a suitable composition of the
"building block" introduced so far (suspension, braiding, associator and unitors).

9In the sense that no extra sign arises.
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For instance, dec could be given in four "steps" as follows:

V [k]⊗W [`] R[k]⊗ V ⊗ R[`]⊗W · · ·
v[k] ⊗ w[`] 1[k] ⊗ v ⊗ 1[`] ⊗ w · · ·

· · · R[k]⊗ R[`]⊗ V ⊗W · · ·
· · · (−)` |v| 1[k] ⊗ 1[`] ⊗ v ⊗ w · · ·

· · · R[k + `]⊗ (V ⊗W ) · · ·
· · · (−)` |v| 1[k+`] ⊗ (v ⊗ w) · · ·

· · · (V ⊗W )[k + `]
· · · (−)` |v| (v ⊗ w)[k+`]

susp⊗ susp

1⊗B⊗1

susp−1⊗ 1

susp−1

(In the above construction, we understood the isomorphisms α, λ and ρ given
by the monoidal structure as identifications, see remark A.2.3).

Iterating the previous definition, one can introduce the décalage isomorphism,
defined on any n-tuple of graded vector spaces (V1, . . . , Vn) as:

dec : V1[1]⊗ · · · ⊗ Vn[1] (V1 ⊗ · · · ⊗ Vn)[n]
v1[1] ⊗ . . . vn[1] (−)

∑n

i=1
(n−i)|vi|(v1 ⊗ · · · ⊗ vn)[n]

∼
.

Remark A.2.22 (Comparison with other conventions). Observe that with the
building blocks in our hands one could make other slightly different choices
on how to build a canonical isomorphism V [k]⊗W [`] ∼= (V ⊗W )[k + `]. For
instance, one could also introduce the operator

dec : V [k]⊗W [`] (V ⊗W )[k + `]
v[k] ⊗ w[`] (−)`·|v[k]|(v ⊗ w)[k+`]

(A.5)

which can be obtained substituting the second arrow in the diagram of remark
A.2.21, given by (1R[k]⊗BV,R[`] ⊗ 1W ), with (BR[k]⊗V,R[`] ⊗ 1W ). Such a choice
is rather common in the literature (see remark 1.1.4). In our convention, the
operator dec will only play a role in the definition of the tensor product of
graded homogeneous maps (see remark A.2.24 below).
Remark A.2.23. It is clear, from the characterization of the shift functor in
terms of the suspension, that [k] is not a "monoidal functor". Namely, one has
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that
(V ⊗W )[k] = R[k]⊗ V ⊗W �∼= R[k]⊗ V ⊗ R[k]⊗W = V [k]⊗W [k] .

However, the décalage isomorphism defines a sort of "compatibility rule" between
[k] and ⊗. In other terms, it determines an iso-natural transformation

⊗ ◦ ([k]× [l])⇒ [k + l] ◦ ⊗ .

Accordingly, the shift functor is not compatible with the braiding structure.
This implies that, without loss of generality, the following diagram do not plain
commutes:

V [k]⊗W [l] (V ⊗W )[k + l]

W [l]⊗ V [k] W ⊗ V [k + l]

dec

BV [k],W [l] �	 [k+l]BV,W

dec

but it is required an extra sign on the right vertical arrow in order to achieve
the commutation:

V [k]⊗W [l] (V ⊗W )[k + l]

W [l]⊗ V [k] W ⊗ V [k + l]

dec

BV [k],W [l] (−)kl[k+l]BV,W

dec

. (A.6)

The appearance of this extra sign determines the crucial property of dec to
intertwine odd and even permutations of homogeneous vectors (see remark
A.2.31).

According to this choice, there is also a corresponding non-trivial formula for
the tensor product of graded maps.
Remark A.2.24 (Tensor product of homogeneous maps). Recall at first that an
homogeneous map f : V →W in degree |f | = k is simply a graded morphism
f : V →W [k].
Consider now any two homogeneous maps f ∈ Hom|f |(V,W ), f ′ ∈ Hom|f

′|(V ′,W ′)
seen as graded morphisms in the above sense. Applying the monoidal product
functor ⊗ defined on V ectZ one obtains the following graded morphism

f ⊗ f ′ : V ⊗ V ′ W [k]⊗W ′[k′]
v ⊗ v′ f(v)[|f |] ⊗ f ′(v′)[|f ′|]

(A.7)

which -technically speaking- is not an homogeneous map10 from V ⊗ V ′ to
W ⊗W ′.

10According to the previous conventions:

f ⊗ f ′ ∈ Hom(V ⊗ V ′,W [k]⊗W [k′]) ∼= Homk(V ⊗ V ′,W ⊗ (W ′[k′])) .



THE CATEGORY OF GRADED VECTOR SPACES 261

To get an an honest homogeneous map in Hom(V ⊗ V ′,W ⊗W ′) one should
postcompose the above map f ⊗ f ′ with a suitable isomorphism W [|f |] ⊗
W ′[|f ′|] ∼= (W ⊗W ′)[|f |+ |f ′|].
Accordingly, we define, with a provisionally decorated notation, the tensor
product of the above homogeneous map f and f ′ to be the homogeneous map
f ⊗̃ f ′ ∈ Hom|f |+|f

′|(V ⊗ V ′,W ⊗W ′) acting on homogeneous elements as

f ⊗̃ f ′ : V ⊗ V ′ (W ⊗W ′)[k + k′]
v ⊗ v′ (−)|v||f ′|(f(v)⊗ f ′(v′))[|f |+|f ′|]

. (A.8)

In equation (A.8) is implied to choose a postcomposition of the above ⊗ with
with dec (see equation (A.5)) since |f(v)[|f |]| = |v|.
This choice is perfectly consistent with the Koszul convention (see remark
A.2.18), which, as a rule of thumb, prescribes that a sign (−)|α||β| appears
whenever two graded elements α and β. In case of (A.8), the sign come from
the permutation (f, f ′, x, x′) 7→ (f, x, f ′, x′).
Equation (A.8) implies also a sign rule for the composition of tensor products
of homogeneous maps:

(f ′ ⊗̃ g′) ◦ (f ⊗̃ g) = (−)|g
′||f |(f ′ ◦ f) ⊗̃ (g′ ◦ g) . (A.9)

Notation A.2.25 (Dropping the decorated notation for ⊗̃). It is an almost
universally accepted practice to drop the decorated notation ⊗̃ and denote with
⊗, with a slight abuse of notation, the tensor product of homogeneous map

⊗ : Homk(V,W )×Homk′(V ′,W ′)→ Homk+k′(V ⊗ V ′,W ⊗W ′)

whose image is given by equation (A.8)
Remark A.2.26 (Considering homogeneous maps as morphisms in V ectZ). Some
sources in the literature propose to consider as morphisms in the category of
graded vector spaces all homogeneous maps, therefore not only maps in degree
0 as we are considering here. In that case, equation A.9 must be imposed in
order to define the action of functor ⊗ on arrows properly.
We stress again that this is not the convention that we are employing here. In
our diagrams, arrows must always be interpreted as degree 0 maps.
Remark A.2.27 (Shift of homogeneous maps). There is a possible source of
confusion coming from notation A.2.25 that we shall clarify.
Recall that we mentioned in remark A.2.19 that the convention "shift is
suspension from the left" can be read as a natural transformation. The naturality
condition implies that the below (on the right) square diagram ought to commute,
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in the category of graded vector spaces, for any arrow (below, on the left)

V V [`] K[`]⊗ V

W [|f |] W [|f |][`] K[`]⊗W [|f |]

f

susp

f [`] idK[`]⊗f

susp

.

Observe that the naturality is with respect to the monoidal structure of V ectZ,
hence, even if the arrow f is an homogeneous map in degree |f |, the rightmost
arrow (idK[`]⊗f) has to be interpreted in the sense of equation (A.7) not in the
sense of (A.8). Chasing a generic homogeneous element v ∈ V incorrectly, i.e.
interpreting ⊗ in the sense of notation A.2.25, would implies that

(f [`])(v[`]) = (idK[`]⊗f) (1[`] ⊗ v = (−)`k1[`] ⊗ f(v) = (−)`k(f(v))[`] ,

which contradicts what we stated in equation (A.3).
Notice that different conventions, see for example remark A.2.26, would lead to
different interpretation of the symbol ⊗.
We emphasize that in the body of the thesis the tensor product of homogeneous
maps will be always interpreted in the sense of notation A.2.25
Remark A.2.28 (Suspension maps). Observe that any homogeneous element v
of degree |v| in the graded vector space V is also an element in V [i] with shifted
homogeneous degree. Denoting v[i] the corresponding element in the shifted
vector space one has |v[i]| = |v| − i because if v ∈ V k therefore v[i] ∈ (V [i])k−i.
Accordingly, the identity morphism idV = (k 7→ idV k) can be regarded as an
invertible degree k homogeneous map between V and V [−k].
Sometimes can be useful to introduce the suspension map ↑∈ Hom1(V, V [−1])
and the desuspension map ↓∈ Hom−1(V, V [1]) (to not be confused with the
suspension natural transformation defined in A.2.19) defined as follows:

↑ (v) = 1[−1] ⊗ v = v[−1] ↓ (v) = 1[1] ⊗ v = v[1] .

The suspension convention implies that (↓ ⊗ ↓) ◦ (↑ ⊗ ↑) = −1 or, more
generally,

↓⊗n ◦ ↑⊗n=↑⊗n ◦ ↓⊗n= (−)
n(n−1)

2 1 .

Finally, observe that if one chooses homogeneous maps as morphisms in the
graded vector spaces category, as hinted in remark A.2.26, a graded vector
space V will be isomorphic to all its shifts V [n] through the suspension and
desuspension maps.
Remark A.2.29 (About the convention [k][`] = [`][k]). Our convention about
shift endofunctors to identify [k][`], [`][k] and [` + k] for any k, ` ∈ Z comes
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quite naturally when regarding a graded vector space as a functor Z→ V ect.
In fact, since Z is in particular a group, the action Z	Z given by + naturally
translates to a family of endofunctor Z→ Z where Z is interpreted as discrete
category. The shift functors on V ectZ are therefore obtained by precomposition
with the latter functors.
More precisely, since [k][`], [`][k] and [`+ k] are different functors, it is implied
the following natural transformation

V [k][`] V [k + `] = V [`+ k] V [`][k]
(v[k])[`] v[k+`] (v[`])[k]

∼ ∼

for any homogeneous vector v ∈ V .
This choice is perfectly compatible with the "(suspension) shift on the left"
convention:

(v[k])[`]

V [k][`] V [k + `] = V [`+ k] V [`][k]

K[`]⊗ K[k]⊗ V K[`+ k]⊗ V K[k]⊗ K[`]⊗ V
1[`] ⊗ 1[k] ⊗ v 1[`+k] ⊗ v 1[k] ⊗ 1[`] ⊗ v

susp susp susp

susp−1 susp

We notice that is also common to make different choices. For instance in [Del18a,
pag. 4] one can find the opposite i.e. V [k] ≡ R[k]⊗ V and

V [k][`] V [`][k]
(v[k])[`] [(−)k`](v[`])[k]

∼
.

The latter is in particular compatible with a different convention regarding the
action of "suspended maps" (see e.g. [FM07]). Namely, they define the shift
functor [`] on an homogeneous map (graded morphism f : V →W [|f |]) as given
by

f [`] : V [`] W [|f |][`]
v[`] [(−)|f |k ](f(v))[|f |][`]

.

In the previous two expressions we emphasized (with square brackets) the extra
signs that are not present in our conventions.
Remark A.2.30 (Koszul convention - Take away message). Summing up, the
so-called "Koszul convention" rigorously consists of the following three choices:

1. Endowing the category V ectZ with the Koszul braiding defined in definition
A.2.15, that is different from the canonical one induced from the grading
in V ect according to A.1.21.
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2. Adopting the convention that degrees are "shifted on the left", that is
imposing that the shift functor [k] coincides (is naturally identified) with
R[k]⊗−. (See remark A.2.19).

3. Understanding the tensor product of homogeneous maps as obtained by
postcomposition of the monoidal structure ⊗ with the operator dec given
in equation (A.5). (See remark A.2.24)

Informally, these are subsumed by the following rule of thumb (already
anticipated in A.2.18):

whenever two objects of degrees p and q are permuted, one has alsot
to multiply by the sign prefactor (−)pq.

Remark A.2.31 (Permutations of tensor products). Observe that, out of the
symmetric braiding B, one can construct two natural transformations (an odd
and an even one) pertaining to a permutation σ ∈ Sn, for any n ≥ 1. Recall at
first that any permutation can be expressed —not uniquely— as a composition
of transpositions τi, i.e. , by permutations exchanging the i-th index with the
(i+ 1)-th only. The sought transformations can be given on the generating set
{τi}0<i<n of Sn. The "even" transformation is given by

Bsi : W1 ⊗ · · · ⊗Wn W1 ⊗ · · · ⊗Wi−1 ⊗Wi+1 ⊗Wi ⊗Wi+2 ⊗ . . .Wn

w1 ⊗ · · · ⊗ wn (−)|wi||wi+1|w1 ⊗ · · · ⊗ wi−1 ⊗ wi+1 ⊗ wi ⊗ wi+2 ⊗ . . . wn

and the "odd" transformation is given by:

Psi : W1 ⊗ · · · ⊗Wn W1 ⊗ · · · ⊗Wi−1 ⊗Wi+1 ⊗Wi ⊗Wi+2 ⊗ . . .Wn

w1 ⊗ · · · ⊗ wn −(−)|wi||wi+1|w1 ⊗ · · · ⊗ wi−1 ⊗ wi+1 ⊗ wi ⊗ wi+2 ⊗ . . . wn
.

More succinctly, this means that

Bsi =1W1 ⊗ · · · ⊗ 1Wi−1 ⊗BWi,Wi+1 ⊗ 1Wi+2 ⊗ · · · ⊗ 1Wn−i−1

Psi =−Bsi
.

Accordingly, to any given permutation σ ∈ Sn, decomposed in transpositions as
σ = sik . . . si1 , one can associate

Bσ = Bsik . . . Bsi1 : W1 ⊗ · · · ⊗Wn Wσ1 ⊗ · · · ⊗Wσn

w1 ⊗ · · · ⊗ wn ε(σ,w)wσ1 ⊗ · · · ⊗ wσn

and
Pσ = (−)σBσ .
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We will often call this last two operators "even (resp. odd) permutators". They
will be more extensively studied in appendix C.
The coefficient ε(σ,w) arising from a generic permutation is called (symmetric)
Koszul sign. The corresponding sign χ(σ,w) = (−)σε(σ,w) pertaining to P is
called skew-symmetric Koszul sign. See remark A.2.32 for further details.
Remark A.2.32 (On the Koszul sign). The Koszul sign ε(σ,w) is the sign
one gets by transposing elements in w = w1 ⊗ · · · ⊗ wn complying with the
Koszul convention. Namely it is the sign of the subpermutation σ̄ obtained by
restricting σ to the subset of odd-degree elements only (see also remark A.2.34).
For instance, the Koszul sign pertaining to the transposition of two elements
τ1,2 ∈ S2, is given by

ε(τ1,2;x1, x2) = (−)|x1||x2|

that is the sign given by the (Koszul) braiding. In other words Bτ1,2 ≡ BV,V .
One can then extend multiplicatively this definition to an arbitrary permutation
using a decomposition into transpositions to get the general sign.
Notation A.2.33 (Shortening the notation of the Koszul sign). Although the
odd and even Koszul signs depend on the specific sequence of homogeneous
vectors that are permuted, we will often omit the dependence on the list of
graded vectors to shorten the notation. Everything should be clear from the
context. Namely we will often abuse the notation ε(σ;x1, . . . , xn) by writing
ε(σ), and writing χ(σ) := ε(σ)(−)σ for the sign involved in the definition of Pσ.

A.2.2 Tensor spaces

Considering the tensor product of a graded vector space V with itself n-times,
one gives rise to the so-called n-th tensors space:

⊗nV = V ⊗n = V ⊗ · · · ⊗ V︸ ︷︷ ︸
n times

.

Action of symmetric groups on Tensor spaces

When specialized to n copies of the graded vector space V , the iso-natural
transformations Bσ and Pσ, defined in remark A.2.31 for a generic permutation
σ ∈ Sn, can be regarded as canonical representations of the symmetric group
Sn on V ⊗n (for any V ∈ V ectZ) induced by the Koszul Braiding. Namely, the
graded vector space ⊗nV , for any n > 1, carries two natural actions of the
group of permutations Sn: a canonical even representation

B : Sn × V ⊗n V ⊗n

(σ, v1 ⊗ · · · ⊗ vn) ε(σ, v)vσ1 ⊗ · · · ⊗ vσn
,
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and an odd representation

P : Sn × V ⊗n V ⊗n

(σ, v1 ⊗ · · · ⊗ vn) χ(σ, v)vσ1 ⊗ · · · ⊗ vσn
,

where ε(σ, v) is the (even) Koszul sign and χ(σ, v) = (−)σε(σ, v) is the odd
Koszul sign (see remark A.2.32). Conventionally, we consider this actions as
left-actions.
Recall that this actions are natural in V therefore they can be equally encoded
as group morphisms Sn → Iso.Nat.(⊗2,⊗2) from the group of permutations to
the group of natural isomorphisms from the functor ⊗n to itself.
Remark A.2.34 (Practical computation of the Koszul sign). Consider an element
x1 ⊗ · · · ⊗ xn in ⊗nV . Call ζ ∈ Sn the unique permutation that accumulate all
odd degree elements on the left, that is

xζ1 ⊗ · · · ⊗ xζn = y1 ⊗ · · · ⊗ yk ⊗ z1 ⊗ · · · ⊗ zn−k

with |yi| odd and |zi| even.
Operatively, the permutation ζ can be constructed by scanning x1 ⊗ · · · ⊗ xn
element by element from the left and, whenever the considered xi is even, cycling
it with all subsequent elements. Since all of these permutations involve only
swapping with an element in even degree, there is no Koszul sign to take into
account.
Given any permutation σ ∈ Sn, there are two unique permutations σ̄ ∈ Sk and
¯̄σ ∈ Sn−k defined by the commutativity of the following diagram:

x1 ⊗ · · · ⊗ xn y1 ⊗ · · · ⊗ yk ⊗ z1 ⊗ · · · ⊗ zn−k

ε(σ) xσ1 ⊗ · · · ⊗ xσn (−)σ̄ yσ̄1 ⊗ · · · ⊗ yσ̄k ⊗ z¯̄σ1 ⊗ · · · ⊗ z¯̄σn−k

Bζ

Bσ Bσ̄⊗B¯̄σ

Bζ

.

These are respectively the subpermutation of σ involving odd degree elements
and the one involving even degree elements only. One can conclude that
ε(σ;x1 ⊗ · · · ⊗ xn) = (−)σ̄ .

Proposition A.2.35. The permutation action on (Hom(V,W ))⊗n is compatible
with the conjugate of the twist action on Hom(V ⊗n,W⊗m), i.e.

Bσ(f1 ⊗ · · · ⊗ fn) = Bσ ◦ (f1 ⊗ · · · ⊗ fn) ◦B−1
σ

where B on the left-hand side denotes the action of the permutation group on
(Hom(V,W ))⊗n and on the right-hand side denotes the action on V ⊗n and
W⊗n.
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Proof. Without loss of generality, consider two homogeneous maps f, g and two
arbitrary graded homogeneous vectors x, y, one has

B ◦ (f ⊗ g) ◦ (x⊗ y) = (−)|x||g|B(f(x)⊗ g(y)) =

= (−)|f ||g|+|f ||y|+|x||y|g(y)⊗ f(x) =

= (−)|f ||g|+|x||y|(g ⊗ f) ◦ (y ⊗ x) =

= (−)|f ||g|(g ⊗ f) ◦B ◦ (x⊗ y) .

Hence
B ◦ (f ⊗ g) = B(f ⊗ g) ◦B ,

where B(f ⊗ g) has to be carefully interpreted as the braiding on Hom(V,W )⊗2

and it is not a postcompostion.

Lemma A.2.36 (Composition of the Koszul signs). Given σ, τ ∈ Sn, we have:

Bτσ(v1 ⊗ · · · ⊗ vn) = ε(σ; v1, . . . , vn)Bτ (vσ1 ⊗ · · · ⊗ vσn)

and
ε(τσ; v1, . . . , vn) = ε(σ; v1, . . . , vn)ε(τ ; vσ1 , . . . , vσn) .

Specializing the décalage isomorphism of definition A.2.20 to several tensor
products of a graded vector space with itself, it results the following expression

dec: (⊗nV )[n] ⊗n(V [1])
(v1 ⊗ · · · ⊗ vn)[n] (−)

∑n

k=1
|vk|(n−k)(v1 [1] ⊗ · · · ⊗ vn [1])

.

Proposition A.2.37 (Décalage intertwines even and odd permutation actions).

(V [1])⊗n (V ⊗n)[n]

(V [1])⊗n (V ⊗n)[n]

dec

Bσ (Pσ)[n]

dec

Proof. Specialize the equation given by diagram (A.6) to two copies of the same
vector space and then iterate n times.

Remark A.2.38. Employing the language of the suspension maps rather then the
suspension functors (see remark A.2.28), the previous lemma can be subsumed
by the following equation:

Bσ◦ ↓⊗n=↓⊗n ◦Pσ .
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(Skew)-symmetric tensor spaces

Due to the presence of the aforementioned canonical actions of Sn on V ⊗n, it
is natural to consider the corresponding subspaces of coinvariants elements:

Definition A.2.39 (Symmetric ten-
sor space). We call �nV the space of
coinvariants with respect to the (even)
canonical action of Sn on ⊗nV . In
other words, it is the unique subspace
�nV ⊂ ⊗nV such that:

⊗nV ⊗nV

�nV

Bσ

commutes for all σ ∈ Sn.

Definition A.2.39 (Skew-symmetric
tensor space). We call ΛnV the space
of coinvariants with respect to the
the twisted canonical action of Sn on
⊗nV . In other words, it is the unique
subspace ΛnV ⊂ ⊗nV such that:

⊗nV ⊗nV

ΛnV

Pσ

commutes for all σ ∈ Sn.

Exploiting the Abelian structure of V ectZ it is easy to introduce the projectors
on the (skew)-symmetric subspaces:

Definition A.2.40 (Symmetrizator).

S =
(∑
σ∈Sn

1
n!Bσ

)
: ⊗nV → ⊗nV

Definition A.2.40 (Skew-symmetriza-
tor).

A =
(∑
σ∈Sn

1
n!Pσ

)
: ⊗nV → ⊗nV

Lemma A.2.41. There are several equivalent characterizations of V �n and
V ∧n

1. �nV = im(S) = ker(A) ΛnV = im(A) = ker(S) .

2. ΛnV = V ⊗n

ker(A) = V ⊗n

im(S) �nV = V ⊗n

ker(S) = V ⊗n

im(A) .

3. V ⊗n = V ∧n ⊕ V �n.

Proof. Consider the following sequence in the category of graded vector spaces

0 ΛnV
⊗n

V
⊙n

V 0
Na πs

πa Ns

, (A.10)
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where the mapping are explicitly defined on homogeneous elements as follows

πs : x1 ⊗ · · · ⊗ xn 7→ x1 � · · · � xn ,

πa : x1 ⊗ · · · ⊗ xn 7→ x1 ∧ · · · ∧ xn ;

Ns : x1 � · · · � xn 7→

(∑
σ∈Sn

xσ1 ⊗ · · · ⊗ xσn

)
,

Na : x1 ∧ · · · ∧ xn 7→

(∑
σ∈Sn

(−)σxσ1 ⊗ · · · ⊗ xσn

)
;

S(n) : = 1
n!Ns ◦ πs ≡

(∑
σ∈Sn

1
n!Bσ

)
,

A(n) : = 1
n!Na ◦ πa ≡

(∑
σ∈Sn

1
n!Pσ

)
;

(A.11)

and trivially extended by linearity. The diagram in equation (A.10) is a short
exact sequence (both reading it from left to right than the converse). In fact,
for any x1 ∧ · · · ∧ xn ∈ ΛnV , one gets that

πs ◦Na(x1 ∧ · · · ∧ xn) = πs

(∑
σ∈Sn

(−)σxσ1 ⊗ . . . xσn

)
=

=
(
n!
∑
σ∈Sn

(−)σ
)
x1 � · · · � xn =

= 0 .

In particular one has S ◦A = A ◦S = 0 and this proves the first claim.
The sequence is both left and right splitting, i.e. 1

n!πa ◦ Na = idΛnV and
1
n!πs ◦Ns = idV �n . The other two claims follows from the splitting lemma (see
[Wei94] or [na20p]).

Example A.2.42. When n = 2, one has

V � V =
{
v ∈ ⊗2V | Bσv = v ∀σ ∈ S2

}
=

= V ⊗ V
〈v1 ⊗ v2 − (−)|v1||v2|v2 ⊗ v1〉vi∈V

,
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in the symmetric case, and

V ∧ V =
{
v ∈ ⊗2V | Pσv = v ∀σ ∈ S2

}
=

= V ⊗ V
〈v1 ⊗ v2 + (−)|v1||v2|v2 ⊗ v1〉vi∈V

,

in the skew-symmetric case.

Lemma A.2.43. The Décalage isomorphism restrict nicely on the symmetric
and skew-symmetric subspaces

(V �n)[n] (V [1])∧n

(V ⊗n)[n] (V [1])⊗n

(V ∧n)[n] (V [1])�n

dec
∣∣
V�n

dec

dec
∣∣
V∧n

Proof. Consider, without loss of generality, the case n = 2. The commutation
of the upper and lower squares follows from the following equation:

dec(v1 ⊗ v2 ± (−)|v1||v2|v2 ⊗ v1) =

=(−)|v1|v1 [1] ⊗ v2 [1] ± (−)|v2||v1|+|v2|v2 [1] ⊗ v1 [1] =

=(−)|v1|(v1 [1] ⊗ v2 [1] ± (−)|v2||v1|+|v2|+|v1|v2 [1] ⊗ v1 [1]) =

=(−)|v1|(v1 [1] ⊗ v2 [1] ± (−)|v2 [1]||v2 [1]|+1v2 [1] ⊗ v1 [1]) =

=(−)|v1|(v1 [1] ⊗ v2 [1] ∓ (−)|v2 [1]||v2 [1]|v2 [1] ⊗ v1 [1]) .

A.3 Graded algebras and coalgebras

In the course of the thesis, several different algebraic structures over graded
vector spaces are considered. In this section, we review the basic definitions of
(co)associative (co)algebra to the context of graded vector spaces and recall the
notion of tensor (co)algebra associated to any given graded vector space.
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A.3.1 (co)Associative (co)Algebras

In this subsection, we review the basic notions of algebras and coalgebras.
Existing a notion of duality between these two concepts, we will present them
in parallel columns. What follows can be considered standard material; hence
most of the proofs will be omitted. Further details can be found, for instance,
in [LV12] and [Man11c].
Let be K a field in characteristic 0. Consider the category of graded vectors
space over the field K.

Definition A.3.1 ((Graded) Algebra).
We call a Graded Algebra a pair (A,µ)
composed of a graded vector space A and
a graded morphism

µ : A⊗A A
a⊗ b a · b

(i.e. an homogeneous bilinear map in
degree 0).

Definition A.3.2 ((Graded) coAlgebra).
We call a Graded coAlgebra a pair (C,∆)
composed of a graded vector space C
and a graded morphism (expressed in the
Sweedler notation)

∆: C C ⊗ C
x

∑
x(1) ⊗ x(2)

.

Definition A.3.3 (Algebra morphism).
Given two graded algebras A = (A,µ) and
A′ = (A′, µ′) a graded morphism φ : A→
A′ is a algebra morphism if the following
diagram commutes:

A⊗A A

A′ ⊗A′ A′

µ

φ⊗φ φ

µ

.

Definition A.3.4 (coAlgebra morphism).
Given two graded coalgebras C = (C,∆)
and C ′ = (C ′,∆′) a graded morphism ψ :
C → C ′ is a coalgebra morphism if the
following diagram commutes:

C C ⊗ C

C ′ C ′ ⊗ C ′

∆

ψ ψ⊗ψ

∆

.

Remark A.3.5. Observe that the space of (co)-algebra morphisms is not linear,
e.g. the sum of two coalgebra morphisms is not a morphism

∆(f + g) = (f ⊗ f + g ⊗ g)∆ .

However, one can define a deformation of a coalgebra morphism f as the linear
map h such that (f + h) is a coalgebra morphism. Accordingly, a deformation
h must satisfy the following equation:

∆h = (h⊗ h+ h⊗ f + f ⊗ h) ∆ .
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Definition A.3.6 (Associative algebra).
A given algebra (A,µ) is said associative
if the following diagram commutes

A⊗A⊗A A⊗A

A⊗ A

µ⊗idA

idA⊗µ µ

µ

.

Definition A.3.7 (coAssociative coalge-
bra). A given coalgebra (C,∆) is said
coassociative if the following diagram
commutes

C C ⊗ C

C ⊗ C C ⊗ C ⊗ C

∆

∆ ∆⊗idC
idC ⊗∆

.

Notation A.3.8 (Iterated multiplication).
On an associative algebra one will of-
ten consider the iterated product µn :
A⊗(n+1) → A defined as follows:

µn := µ(µn−1 ⊗ id)

with µ0 = id and µ1 = µ.

Notation A.3.9 (Iterated comultiplication).
On a coassociative coalgebra one will often
consider the iterated coproduct ∆n : C →
C⊗(n+1) defined as follows:

∆n := (∆⊗ id⊗ · · · ⊗ id) ◦∆n−1

with ∆0 = id and ∆1 = ∆.

Lemma A.3.10. Given a coalgebra (C,∆),
one has

(∆p ⊗∆q)∆ = ∆p+q+1 .

Furthermore, for any given coalgebra mor-
phism f : (C,∆C)→ (D,∆D), one has

f⊗(n+1)∆n
C = ∆n

D ◦ f .

Definition A.3.11 ((Anti)commutative
algebra). A given algebra (A,µ) is said
(anti)commutative if the following diagram
commutes

A⊗A A⊗A

A

BA,A

(−BA,A)

µ µ
,

where B and P = −B denote the even
and odd braiding operators (see notation
A.2.16).

Definition A.3.12 ((Anti)cocommutative
coalgebra). A given coalgebra (C,∆) is
said co(anti)commutative if the following
diagram commutes

C

C ⊗ C C ⊗ C

∆ ∆

BC,C

(−BC,C)

,

where B and P = −B denote the even
and odd braiding operators (see notation
A.2.16).
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Definition A.3.13 (Unital algebra). A
given algebra (A,µ) is said unital if there
exists an element u ∈ A, called unit, with
u : K → A the corresponding generated
subspace, such that the following diagram
commutes

K⊗A A⊗A A⊗ K]

A

e⊗idA

∼ µ

idA⊗e

∼
.

Definition A.3.14 (coUnital coalgebra).
A given coalgebra (C,∆) is said counital if
there exists a graded morphism ε : C → K,
called counit (or augmentation map), such
that the following diagram commutes

C

K⊗ C C ⊗ C C ⊗ K
∆∼ ∼

ε⊗idC ” idC ⊗ε

.

Remark A.3.15. Given two unital algebras
(A,µ, u) and (A′, µ′, u′), a unital morphism
is an algebra morphism f : A → A′ such
that u′ = f(u). Unital algebras form a
non-full subcategory of the category of
graded algebras with algebra morphisms.

Remark A.3.16. Given two counital coal-
gebras (C,∆, ε) and (C ′,∆′, ε′), a counital
morphism is a coalgebra morphism f :
C → C ′ such that ε′f = ε. Counital
coalgebras form a non-full subcategory of
the category of graded coalgebras with
coalgebra morphisms.

Remark A.3.17. Observe that the ground field K itself, in addition to constituting
an unital associative algebra with its product, it is also a counital coassociative
coalgebra for ∆(1k) = 1k ⊗ 1k.
Notation A.3.18. From now on, we will often abbreviate associative unital
graded algebras as "algebras" and coassociative counital graded coalgebras as
"coalgebras".

Definition A.3.19 (Augmented Algebra).
A unital associative graded algebra is
called augmented when there is a given
morphism of algebras ε : A → K, called
augmentation map. 11

11In particular ε(1A) = 1K.

Definition A.3.20 (coAugmented coAl-
gebra). A counital coassociative graded
coalgebra is called coaugmented when
there is a given morphism of coalgebras
u : K→ C called coaugmentation map. 12

12The coproduct on K is given by 1K 7→
1K ⊗ 1K, in particular εu = idK.

Theorem A.3.21. If A is augmented,
then A is canonically isomorphic to A⊕ K
where A = ker(ε) is called the augmenta-
tion ideal. Furthermore, the category of

Theorem A.3.22. If C is coaugmented,
then C is canonically isomorphic to C ⊕K
where C = ker(ε).The reduced coproduct
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nonunital augmented associative algebras
is equivalent to the category of unital
augmented associative algebras.

∆ : C → C ⊗ C is given by

∆(x) := ∆(x)− x⊗ 1− 1⊗ x .

Furthermore, the category of coaugmented
coalgebras is equivalent to the category of
coassociative coalgebras.

(proof, see [Rei19].)

Definition A.3.23 (Nilpotent Algebra).
A coassociative coalgebra (A,µ) is said
nilpotent if there exists some positive
integer n ∈ N such that µn = 0.

Definition A.3.24 (coNilpotent coalge-
bra). A coassociative coalgebra (C,∆) is
called conilpotent if for any x ∈ C there
exists some positive integer n ∈ N such
that ∆n(x) = 0.

Consider a graded vector space W and a
subcategory A of the category associative
algebras.

Definition A.3.25 (Free algebra gener-
ated by W in the subcategory A). The
Free associative algebra generated by W
in the subcategory A is an associative
algebraF(W ) ∈ A equipped with a graded
morphism i : W → F(W ) which satisfies
the following universal property:
for any graded vector spaces morphism f :
W → A where A is an associative algebra
in A, there exists an unique morphism
f̃ : F(W ) → A of A such that the
following diagram commutes:

W F(W )

A

i

∀f
∃!f̃ .

Consider a graded vector space W and a
subcategory C of the category of coasso-
ciative coalgebras.

Definition A.3.26 (coFree coalgebra
generated byW ). The coFree coassociative
coalgebra generated by W in the subcate-
gory C is a coalgebraFc(W ) ∈ C equipped
with a graded morphism p : Fc(W ) →
W which satisfies the following universal
property:
for any graded vector spaces morphism
ϕ : C → W where C is a coassociative
coalgebra in C, there exists an unique
morphism ϕ̃ : C → Fc(W ) of C such that
the following diagram commutes:

C

Fc(W ) W

∀ϕ∃!ϕ̃

p

.

Proposition A.3.27. The (co)free (co)associative (co)algebra on W is uniquely
determined up to isomorphisms.
Remark A.3.28. Putting the previous definitions side to side emphasize that the
notion of coalgebra is obtained by formally dualizing, i.e. reversing arrows in the
diagrams, the notion of algebra. However, these two notions are not equivalent.
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Despite the fact that a coalgebra gives an algebra by linear dualization, the
dual of an algebra is not in general a coalgebra. The latter is guaranteed when
considering finite dimensional algebras.
Heuristically, this asymmetry comes from the fact that, given any (possibly
infinite-dimensional) graded vector space V , and considering the corresponding
linear dual V ∗ := Hom(V,K), there exists a canonical map

ω : V ∗ ⊗ V ∗ (V ⊗ V )∗

(f ⊗ g)
(
ω(f ⊗ g) : V ⊗ V −→ K

x⊗ y 7−→ f(x)g(y)

)
while does not exists any natural map (V ⊗ V )∗ → V ∗ ⊗ V ∗ in general.
When V is finite dimensional, ω is an isomorphism. If (C,∆) is a coalgebra,
then (C∗,∆∗ ◦ ω) is an algebra (no need of finiteness hypothesis). If (A,µ) is
an algebra which is finite dimensional, then (A∗, ω−1 ◦ µ∗) is a coalgebra. See
[LV12, Man11b] for further details.

A.3.2 Tensor algebras

Consider a graded vector space V , by direct sum of all the possible tensor spaces
one gets the so-called tensor algebra.

Definition A.3.29 (Tensor algebra). Given a graded vector space V ∈ V ectZ,
we call tensor algebra of V the graded algebra (T (V ),⊗) where

T (V ) = ⊕k≥0V
⊗k ,

conventionally it is assumed that V ⊗0 = R, and ⊗ denotes, with a slightly (yet
standard) abuse of notation, the standard projection

⊗ : V × V V ⊗ V = F(V⊕V )
∼

(v1, v2) v1 ⊗ v2

which extends naturally to T (V ) yielding a bilinear map (concatenation product)
and therefore defining an algebra structure on T (V ).
We call reduced tensor algebra, the subalgebra

T (V ) = ⊕k>0V
⊗k ↪→ T (V ) .

Remark A.3.30. Recall that we do not consider V ⊗n as the Zn-graded vector
space

((i1, . . . , in) 7→ Vi1 ⊗ · · · ⊗ Vin)
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but it is implicit in the definition of ⊗ to pass to the total space. Similarly, we
do not regard T (V ) as the bigraded vector space(

(s, n) 7→ (V ⊗n)s =
⊕

i1+···+in=s
Vi1 ⊗ · · · ⊗ Vin

)

in other terms, the n-th component of the Tensor algebra reads a follows

Tn(V ) =
n⊕
q=0

(V ⊗q)n 6= V ⊗n .

Proposition A.3.31. The tensor algebra of a graded vector space V satisfies
the following properties:

1. T (V ) is an associative unital graded algebra, T (V ) is an associative non-
unital sub algebra of T (V );

2. T (V ) is augmented by ε(v1, . . . , vn) = 0 for any n ≥ 1 and ε(1) = 1,
therefore T (V ) = R⊕ T (V ).

3. T (V ) is free in the category of unital associative algebra and T (V ) is free
in the category of non-unital associative algebra. That means that holds
the following universal property:

• for any given graded unital associative algebra A, for each linear
degree preserving map f : V → A, there exists a unique
homomorphism of unital graded algebras ϕ : T (V )→ A that agrees
on V to f , i.e. the following diagram commutes

T (V )

V A

∃!F

∀f

.

Similar constructions can be repeated on the subspaces of symmetric and skew-
symmetric tensors. We present them side by side to emphasize the parallelism
of the construction. However, unlike section A.3.1, the two columns are not
implying a duality in the categorical side.

Definition A.3.32 (Symmetric tensor
algebra). Given a graded vector space
V ∈ V ectZ, we call symmetric tensor

Definition A.3.33 (Exterior algebra).
Given a graded vector space V ∈ V ectZ,
we call exterior algebra of V the graded
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algebra of V the graded algebra (S(V ),�)
where

S(V ) = ⊕k≥0V
�k ,

conventionally it is assumed that V �0 = R,
and � is the symmetrization of ⊗

V × V V ⊗ V V ∧ V
(v, w) v ⊗ w

∑
σ∈S2

Bσ(v ⊗ w)

⊗

�

S

which extends naturally to S(V ) yielding a
bilinear map (concatenation product) and
therefore define an algebra structure on
S(V ).

algebra (Λ(V ),∧) where

Λ(V ) = ⊕k≥0V
∧k ,

conventionally it is assumed that V ∧0 = R,
and ∧ is the skew-symmetrization of ⊗

V × V V ⊗ V V ∧ V
(v, w) v ⊗ w

∑
σ∈S2

Pσ(v ⊗ w)

⊗

∧

A

which extends naturally to Λ(V ) yielding a
bilinear map (concatenation product) and
therefore define an algebra structure on
Λ(V ).

Definition A.3.34. We call reduced sym-
metric tensor algebra, the subalgebra

S(V ) = ⊕k>0V
�k ↪→ S(V ) .

Definition A.3.35. We call reduced exte-
rior algebra, the subalgebra

Λ(V ) = ⊕k>0V
∧k ↪→ Λ(V ) .

Proposition A.3.36 (Symmetric tensor
algebra). S(V ) = T (V )

IS
where IS is the

two-sided homogeneous ideal generated by
elements of the form

v1 ⊗ v2 − (−)|v1||v2|v2 ⊗ v1 .

Proposition A.3.37 (Skew-symmetric
tensor algebra). Λ(V ) = T (V )

IA
where IA is

the two-sided homogeneous ideal generated
by elements of the form

v1 ⊗ v2 + (−)|v1||v2|v2 ⊗ v1 .

Proposition A.3.38. S(W ) is the free
graded commutative associative algebra
over W , i.e it satisfies the analogue of
the universal property but in the graded
unital associative commutative algebras
subcategory. That means that holds the
following universal property:

• for any given graded unital associa-
tive commutative algebra A, for each

Proposition A.3.39. Λ(W ) is the free
graded anti-commutative associative alge-
bra over W , i.e it satisfies the analogue
of the universal property but in the graded
unital associative anti-commutative alge-
bras subcategory. That means that holds
the following universal property:

• for any given graded unital associa-
tive anti-commutative algebra A, for
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linear degree preserving map f : V →
A, there exists a unique morphism of
graded unital associative commutative
algebras ϕ : T (V )→ A that agrees on
V to f , i.e. the following diagram
commutes

S(V )

V A

∃!F

∀f

each linear degree preserving map
f : V → A, there exists an unique
homomorphism of graded unital as-
sociative anti-commutative algebras
ϕ : T (V )→ A that agrees on V to f ,
i.e. the following diagram commutes

Λ(V )

V A

∃!F

∀f

Notation A.3.40 (Inclusion N). For later reference, let us note that, from the
very definition of the symmetrizator operator (definition A.2.40 ), the direct
sum of all symmetrizators

S =
∑
n≥0

S(n) : T (V )→ T (V )

admits the following trivial factorization

T (V ) T (V )

S(V ) S(V )

S

π
π∑

n≥0
1
n! idV�n

N

where π and N are given in equation (A.11). We omit the similar construction
that can be made in the skew-symmetric case.
Remark A.3.41 (Tensor functors). One can easily assemble an endofunctor
T which maps a graded vector space V to the corresponding tensor algebra
assigning the action on any f ∈ HomAlg(V,W ) to be

T (f) :=
∑
n≥o f

⊗n : T (V ) T (W )
x1 ⊗ · · · ⊗ xn f(x1)⊗ · · · ⊗ f(xn)

.

Similarly it is possible to introduce a symmetric tensor endofunctor S given on
morphisms by

S(f) : S(V ) S(W )
x1 � · · · � xn f(x1)� · · · � f(xn)

.
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Note that the following factorization holds

S(V ) T (V )

S(W ) T (W )

N

S(f) T (f)

N

since (f ⊗ f)◦B = B ◦ (f ⊗ f) on any degree 0 map, hence S(f) = π ◦T (f)◦N .
Furthermore, associativity of the tensor product of vector ensure that T and S
can be safely regarded as functors valued in the category of graded associative
algebras.

A.3.3 Tensor coalgebras

In addition to the natural notion of associative algebra, the tensor space T (V )
(definition A.3.29) can be also equipped with a canonical coalgebra structure.

Definition A.3.42 (Deconcatenation coproduct). Given a graded vector space
V ∈ V ectZ, we call deconcatenation coproduct the graded morphism

∆ =
∑
n≥0

n∑
a=0

da,n−a : T (V ) −→ T (V )⊗ T (V )

given by the following operators

da,n−a : V ⊗n V ⊗a ⊗ V ⊗n−a
x1 ⊗ · · · ⊗ xn (x1 ⊗ · · · ⊗ xa)⊗ (xa+1 ⊗ · · · ⊗ xn)

.

Similarly, we call reduced deconcatenation coproduct, the graded morphism

∆ =
∑
n>0

n−1∑
a=1

da,n−a : T (V ) −→ T (V )⊗ T (V )

.

Notation A.3.43 (Tensor coalgebra). We call tensor coalgebra of V and reduced
tensor coalgebra the pairs T c(V ) = (T (V ),∆) and T c(V ) = (T (V ),∆)
respectively. The latter acts on decomposable elements as follows

∆: T (V ) T (V )⊗ T (V )

x1 ⊗ · · · ⊗ xn
n−1∑
i=1

(x1 ⊗ · · · ⊗ xi)⊗ (xi+1 ⊗ · · · ⊗ xn)
.
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Lemma A.3.44. The tensor coalgebra of a graded vector space V satisfies the
following properties:

1. T c(V ) is a coassociative counital graded coalgebra. T c(V ) is a non-counital
coassociative sub-coalgebra of T (V ), i.e.

T c(V ) = ⊕k>0V
⊗k ↪→ T c(V ) ;

2. T c(V ) is coaugmented by the standard inclusion u : R ↪→ T (V ), therefore
T c(V ) = R⊕ T c(V ).

3. T c(V ) and TC(V ) are conilpotent, the iterated coproducts reads as follows:

∆s(v1 ⊗ · · · ⊗ vn) =
∑

0≤i1<i2<···<is≤n
(v1 ⊗ · · · ⊗ vi1)⊗ · · · ⊗ (vis+1 ⊗ · · · ⊗ vn) ;

∆s(v1 ⊗ · · · ⊗ vn) =
∑

1≤i1<i2<···<is≤n−1
(v1 ⊗ · · · ⊗ vi1)⊗ · · · ⊗ (vis+1 ⊗ · · · ⊗ vn) .

Tensor coalgebras enjoy the property to be cofree in a suitable subcategory of
graded coalgebras:

Proposition A.3.45 (Universal property of graded coalgebras). T c(V ) is cofree
in the category of counital coaugmented conilpotent coassociative coalgebras.

1. The universal property reads as follows:
given a (C,Γ) conilpotent coaugmented coassociative coalgebra on a graded
vector space V , for any f : C → V graded morphism, there exists a unique
morphism of graded coaugmented coalgebras F : C → T (V )c such that the
following diagram commutes

C T (V )

V

∃!F

∀f
p

.

Similarly, T c(V ) is cofree in the category of conilpotent coassociative
coalgebras.
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2. In the reduced case, the unique map F associated to f is explcitly given by
the following commutative diagram in the category of graded coalgebras:

T
c(V )

C T c(V )

∑
n>0 f ⊗n:=T (f)

∑
n≥0

Γn

F

.

Namely, F is given as follows

F =
∞∑
n=1

(f⊗n) ◦ Γn−1 : C → T (C)→ T (V ) .

Proof. The construction follows by noting that
∑
n≥0 Γn : C → T (C) is a

canonical coalgebra morphism and noting that lemma A.3.10 implies that
f⊗n ◦ Γn−1 = Γn−1 ◦ f .

Let us now focus on the case where the considered coalgebra is a tensor coalgebra
itself, i.e. consider C = T (U) for some graded vector space U .

Definition A.3.46 (Corestriction). Given any homogeneous map F ∈
Hom(T (V ), T (W )), we call n-th corestriction the homogeneous map fn ∈
Homk(T (V ),W ) given by

fn := p ◦ F
∣∣
V ⊗n

where p : T (W )→W denotes the canonical projection.
We can encode the process of taking all possible corestrictions as the single
graded morphism

P : Homk(T (V ), T (W )) Homk(T (V ),W ) ∼=
⊕

n>0 Homk(V ⊗n,W )
F (f1, f2, . . . )

.

(A.12)

Remark A.3.47 (Unique lift to a coalgebra morphism). According to proposition
A.3.45, given a graded morphism f : T (U) → V the corresponding unique
coalgebra morphism F : T (U)→ T (V ) is given by

F (v1 ⊗ · · · ⊗ vn) =
n∑
s=1

∑
1≤i1<···<is=n

f(v1 ⊗ · · · ⊗ vi1)⊗ · · · ⊗ f(vis−1+1 ⊗ · · · ⊗ vis)
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and is called unique lift (to a graded morphism) of f . The uniqueness condition
of such a lift allows to encode it as a "lift" mapping

L : Hom(T (V ),W ) HomcoAlg(T c(V ), T c(W ))

f
∑
n>0

n∑
s=1

 ∑
j1+···+js=n

fj1 ⊗ · · · ⊗ fjs

 .
(A.13)

Note that the function is manifestly non-linear compatibly with remark A.3.5.

It is worth to note that the universal property of tensor coalgebras can be
reviewed as an isomorphism of graded sets (they are not graded vector spaces):

Theorem A.3.48 (Universal property as an isomorphism between hom-spaces).
The following graded sets are in a one-to-one correspondence

HomcoAlg(T c(V ), T c(W )) ∼= Hom(T (V ),W ) ∼=
⊕
n>0

Hom(V ⊗n,W ) .

In particular, the isomorphism is induced from the corestriction P according to
the following diagram:

Hom(T (V ), T (W )) Hom(T (V ),W )

HomcoAlg(T c(V ), T c(W )) Hom(T (V ),W )

P

L

.

Proof. The fact that P ◦ L = idHom(T (V ),W ) follows by noting that the term
between brackets in equation (A.13) is an operator V ⊗n → V ⊗s, therefore
P ◦ F =

∑
n>0 fn. On the other hand, lemma A.3.10 implies

L(P (F )) =
∑
n>0

f⊗n ◦∆n−1 =

=
∑
n>0

p⊗n ◦ F⊗n ◦∆n−1 =

=
∑
n>0

p⊗n ◦∆n−1 ◦ F =

= F ,

since p⊗n ◦∆n−1 coincides with the projector T (V ) → V ⊗n. Hence L ◦ P =
idHom(T (V ),T (W )).
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The upshot is that any morphism of graded coalgebras is entirely determined
by its corestriction. In particular, isomorphisms can be characterized as follows:

Lemma A.3.49. A coalgebra morphism F : T (V )→ T (W ) is invertible if and
only if its first corestriction f1 = p ◦F

∣∣
V

is a graded vector spaces isomorphism.

Proof. Note first that, by its very definition, the unique lift of the canonical
projection p : T (V ) → V is the identity id |T (V ). Hence, given a coalgebra
isomorphism F : T (V )→ T (W ) with inverse denoted by G, one has

G ◦ F = L(g ◦ F ) = L(p) = id
T (W ) .

According to remark A.3.48, L is injective. Therefore:

idV = p
∣∣∣∣
V

= g ◦ F
∣∣∣∣
V

= g1 ◦ f1

hence f1 is an isomorphism with inverse g1.
On the converse, one can check that, given a coalgebra morphism F with
invertible first corestriction f1, the lift L(g) with respect to gn = f−1

1 ◦ fn ◦
(f−1

1 )⊗n, yields an inverse of F .

We will see in appendix B how one can define a similar universal property also
in the case of homogeneous map in degree different than zero.

Symmetric tensor coalgebras

We already seen how a given tensor space T (V ) can be decomposed in a
symmetric and skew-symmetric part, i.e. T (V ) = S(V ) ⊕ Λ(V ). Let us now
focus on the graded symmetric tensor space (we omit the analogue constructions
that can be straightforwardly carried out in the skew-symmetric case taking
care of extra signs).
S(V ) admits a canonical coassociative coalgebra structure:

Definition A.3.50 (Unshuffle coproduct). Given a graded vector space V ∈
V ectZ, we call unshuffle coproduct the graded morphism

Ξ =
∑
n≥0

n∑
a=0

1
n! (π ⊗ π) ◦ ka,n−a ◦N : S(V ) −→ S(V )⊗ S(V )

given by the following operators

ka,n−a := da,n−a ◦Ba,n−a : T (V ) −→ T (V )⊗ T (V )
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where ai,j is the operator of definition A.3.42, π and N have been introduced in
remark A.3.40 and Ba,n−a denotes the sum of all possible unshuffle permutation
(unshuffleators, see appendix C). Similarly, we call reduced unshuffle coproduct,
the graded morphism

Ξ =
∑
n>0

n−1∑
a=1

1
n! (π ⊗ π) ◦ ka,n−a ◦N : S(V ) −→ S(V )⊗ S(V ) .

Notation A.3.51 (Symmetric tensor coalgebra). We call symmetric tensor
coalgebra of V and reduced symmetric tensor coalgebra the pairs Sc(V ) =
(S(V ),Ξ) and Sc(V ) = (S(V ),Ξ) respectively.
Notation A.3.52 (Explicit action of the unshuffle coproduct). The action of Ξ
on homogeneous elements is given explicitly by

Ξ(v1 � · · · � vn) =
n∑
i=0

∑
σ∈Si,n−i

ε(σ)(vσ1 � · · · � vσi)⊗ (vσ(i+1) � · · · � vσn)

where Si,n−i ⊂ Sn denotes the set of (i, n− i) unshuffles (see appendix C).

Proposition A.3.53. Sc(V ) = (S(V ),Ξ) forms a cocommutative coalgebra, it
forms a sub-coalgebra of the tensor coalgebra T c(V ) with respect to the injection
N defined in remark A.3.40, i.e.

N : Sc(V ) T c(V ) .

A similar result holds in the reduced case for (S(V ),Ξ).

Proof. Cocommutativity follows from

B ◦ Ξ =
∑
n≥0

n∑
a=0

1
n! (π ⊗ π) ◦Ca

(n) ◦ da,n−a ◦Ba,n−a ◦N =

=
∑
n≥0

n∑
a=0

1
n! (π ⊗ π) ◦ dn−a,a ◦Bn−a,a ◦

�
��Ca
(n) ◦N =

= Ξ ,

where Ca
(n) denotes the cyclic permutation of n elements a times (see appendix

C). The latter can be easily ascertained by inspection on homogeneous elements.
The property of being coassociative follows by proving that N is an injective
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map that preserve coproducts, i.e ∆ ◦N = (N ⊗N) ◦ Ξ. This follows from the
next equation

da,n−a ◦N = (N ⊗N) ◦
[
π ⊗ π

(
1
n! ◦ kn,n−a

)
◦N

]
which can be again ascertained by inspection on homogeneous elements

da,n−a ◦N(x1 � · · · � xn) =
Rem A.3.40= n! da,n−a ◦S(n) ◦S(n)(x1 ⊗ · · · ⊗ xn) =
Rem: C.1.3= a! (n− a)! (S(a) ⊗S(n−a)) ◦ da,n−a ◦Ba,n−a ◦S(n)(x1 ⊗ · · · ⊗ xn) =

Rem A.3.40= (N ⊗N) ◦
[

1
n! (π ⊗ π) ◦ da,n−a ◦Ba,n−a ◦N

]
(x1 � · · · � xn) .

In other words, the restriction of ∆ to S(V ) has image in S(V )⊗ S(V ) and it
is invariant under the even action of the symmetric group. In particular one
has Bσ ◦∆ = ∆ for all σ ∈ S2.

Therefore, the conilpotency and coaugmentation property of T c(V ) stated in
lemma A.3.44 are automatically reflected on Sc(V ) and T c(V ). Similarly, they
satisfy an analogous universal property:

Proposition A.3.54 (Universal property of cocommutative graded coalgebras).
Sc(V ) is cofree in the category of counital coaugmented conilpotent coassociative
coalgebras.

1. The universal property reads as follows:
given (C,Γ) a cocommutative conilpotent coaugmented coassociative
coalgebra and given a graded vector space V , for each graded morphism
f : C → V there exists a unique morphism of graded coaugmented
coalgebras F : C → S(V )c such that the following diagram commutes

C S(V )

V

∃!F

∀f
p

.

Similarly, Sc(V ) is cofree in the category of cocommutative conilpotent
coassociative coalgebra.
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2. In the reduced case, the unique map F associated to f is explicitly given
by the following commutative diagram in the category of graded coalgebras:

S(V )

T (V ) S(V )

C T (V )

V

N
S(f)

T (f)
N

L(f)

∑
n≥0

1
n! π◦Γ

n ∑
n≥0

Γn

f

.

Namely, F is given by

F =
∞∑
n=1

π

n! ◦ (f⊗n) ◦ Γn−1 : C → S(C)→ S(V ) .

Proof. The leftmost factorization follows by noting that the canonical coalgebra
morphism

∑
n≥0 Γn has image in permutation invariant elements when the

coalgebra C is cocommutative, hence

S ◦

∑
n≥0

Γn
 = N ◦ π

n! ◦

∑
n≥0

Γn
 .

The uppermost square has been explained in remark A.3.41 and the other two
triangles are precisely given by proposition A.3.45.

Continuing the parallelism with what explained in the previous subsection, we
now focus in the case in which the coalgebra considered is the reduced symmetric
coalgebra itself, i.e. C = S(V )
Remark A.3.55 (Unique symmetric lift). According to proposition A.3.54, given a
graded morphism f : S(V )→W the corresponding unique coalgebra morphism
F : Sc(V )→ Sc(W ) is given by

F (x1 � · · · � xn) =

=
n∑
s=1

∑
i1+···+is=n
0<i1≤···≤is

∑
σ∈unsh<(i1,...,is)

fi1(xσ1 � · · · � xσi)� · · · � fis(xn−is−1 � · · · � xn)
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and is called unique lift (to a graded morphism) of f . The uniqueness condition
of such lift allows to encode it as a symmetric lift mapping:

Lsym : Hom(S(V ),W ) HomcoAlg(Sc(V ), Sc(W ))

f
∑
n>0

n∑
s=1

π ◦

 ∑
i1+···+is=n
0<i1≤···≤is

(fi1 ⊗ · · · ⊗ fis) ◦B<i1,...,is

 ◦N
(A.14)

where B<i1,...,in denotes the sum on all the ordered (i1, . . . , in)-unshuffles (ordered
unshuffleator, see appendix C) and the term between square brackets is an
operator V ⊗n → V ⊗s.

The universal property of symmetric tensor coalgebras can be regarded as an
isomorphism of graded vector spaces. The following is the analogue of theorem
A.3.48 in the case of symmetric tensor coalgebras.

Theorem A.3.56 (Universal property as an isomorphism between hom-spaces
(symmetric case)). The following graded sets are isomorphic:

HomcoAlg(Sc(V ), Sc(W )) ∼= Hom(S(V ),W ) ∼=
⊕
n>0

Hom(V �n,W ) .

In particular, the isomorphism is induced from the corestriction according to
the following diagram:

Hom(S(V ), S(W )) Hom(S(V ),W )

HomcoAlg(Sc(V ), Sc(W )) Hom(S(V ),W )

HomcoAlg(Sc(V ), T c(W ))

P

Lsym

L

∑
n>0

1
n!π
∣∣
V⊗n

.

Proof. The commutation of the lower triangle is precisely given by proposition
A.3.54. Commutation of the upper square follows from the condition that
p ◦ π = p : T (V )→ V , denoting with a slightly abuse of notation the canonical
projection p from both T (V ) and S(V ) to V .
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Remark A.3.57. Note that functors T and S introduced in remark A.3.41 can
be safely regarded as functors valued in the category of coalgebras since

f⊗n ◦∆ =
n∑
a=0

f⊗n ◦ da,n−a =

=
n∑
a=0

(f⊗a ⊗ f⊗n−a) ◦ da,n−a =

=
n∑
a=0

da,n−a ◦ f⊗n =

= ∆ ◦ f⊗n .

Notation A.3.58. From now on we will drop the superscript c when dealing with
tensors (co)algebras. It will be clear from the context whether we are focusing
on the algebra structure or the coalgebra structure.



Appendix B

Algebraic structure of
multibrackets and
coderivations

This appendix discusses some algebraic properties possessed by the space of
homogeneous multilinear maps between graded vector spaces. More precisely, we
will deal with defining and providing some basic properties of the Gerstenhaber
[Ger63][Ger64] and Nijenhuis–Richardson [NR67] products. These algebraic
operations enjoy the crucial property to determine a Lie algebra structure despite
being not associative ( they are pre-Lie, see appendix D). This framework will
be useful in chapter 1 for introducing the definition of (L∞)-structures.

This material hereby presented can be considered standard. It has been recorded
here to provide a compact reference in the body of the thesis. Several proofs
are included for the sake of completeness. We point out that some statements
specific to the context of graded multilinear algebra (see e.g. propositions
B.1.27 and B.1.25) are not easy to found in the literature. In section B.3
we synthetically recap all the results in a single commutative diagram. Our
presentation will be mostly tailored to our subsequent needs; its inspiration can
be tracked in several sources [LMS92, DMZ07, Man11b, Del15, Ban16].

289
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B.1 Algebra of multilinear operators (Gerstenhaber
algebra)

In this section, we deal with some algebraic structures canonically associated
with the graded vector space of homogeneous multilinear maps; namely, the
Gerstenhaber product [Ger64] and the Nijenhuis–Richardson product [NR67].
Let V be a graded vector space. We start by introducing the following notation:
Notation B.1.1. We denote the vector space of a-linear homogeneous maps in
degree k valued in W as

Ma,k(V,W ) :=

m : V × · · · × V︸ ︷︷ ︸
a−times

→W

∣∣∣∣∣ m is linear in each argument
|m(x1, . . . , xa)| = k +

∑a
i=1 |xi|

 .

The linear structure of Ma,k(V,W ) is inherited "point-wise" from the vector
space structure ofW (c.f. with the internal hom-functor in remark A.2.3). When
W = V we will lighten the notation omitting the second entry.
Remark B.1.2 (Universal property of multilinear maps). Recall that the tensor
product ⊗ of graded vector spaces is completely characterized by the following
universal property:

• given three graded vector space V,W,Z, for any homogeneous bilinear
map ϕ : V ×W → Z in degree k, there exists an unique homogeneous
map ϕ̂ : V ⊗W → Z, with same degree, such that the following diagram
commutes in the category of graded vector spaces

V ×W V ⊗W

Z
ϕ

ϕ̂

Accordingly, for any graded vector spaces V,W , and for any n ≥ 0 and k ∈ Z,
one has that

Mn,k(V,W ) ∼= Homk(V ⊗n,W ) .
We will usually treat this isomorphism as an identification. Hence we will be free
to understand elements of Mn,k(V,W ), i.e. n-ary functions V × · · ·×V →W [k]
with the extra property of being separately linear in each entry, as graded
homogeneous map from V ⊗n to W . Homogeneous linear maps from V ⊗n to W
will be said of arity n, and we will often denote the image of a multilinear map
µn on x1⊗· · ·⊗xn as µn(x1, . . . , xn), separating the input elements by commas
and omitting the symbol ⊗. In particular we have Ma,k(V ) ⊆ V [k]⊗ (V ⊗a)∗,
the equality holds when dim(V ) <∞.
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Remark B.1.3 (The (bi-)graded vector space of multilinear maps). Considering
all the possible arities and degrees collectively, and neglecting the "internal"
grading of the graded vector space Hom(V ⊗n,W [k]) (see remark A.2.10), one
obtains the (N0 × Z)-graded (bi-graded) vector space

M(V,W )•• :=
(

(a, d) 7→ Homd(V ⊗a,W )
)

which is respectively graded by the arity and the degree of the homogeneous
maps.
In what follows, it will be crucial to identify a correct, in the sense of most
suitable to our needs, Z-graded (single grading) vector space built out of the
above bi-graded vector space. The most common choice is to understand the
degree of multilinear maps as their degree in the sense of homogeneous maps.
Namely, we introduce the following graded vector space:

M(V,W ) := M⊕,• =

k 7→⊕
n≥1

Mn,k(V,W )

 .

We will refer to it as "the" graded vector spaces of (homogeneous) multilinear
maps. According to remark B.1.2 and definition A.3.29, one has the following
isomorphism of graded vector spaces

M(V,W ) ∼= Hom(T (V ),W )

that we will interpret as an identification without further noticing.
In remark B.1.13 we will introduce another graded vector space that one can
construct out of M••(V,W ) by means of the tot functor defined in equation
(A.1).

Without loss of generality, we now focus to the case where V = W . Everything
can be easily extended to multilinear maps with any codomain1. The graded
vector space of multilinear maps can be endowed with a non-associative algebra
structure (see e.g. [Man11c]):
Definition B.1.4 (i-th Gerstenhaber product). We call i-th Gerstenhaber
product the bilinear map

−�i− : Ma,k(V )×Ma′,k′(V ) M(a+a′−1),(k+k′)(V )
(f, g) f �i g = f ◦ (1i−1 ⊗ g ⊗ 1a−i)

where ◦ denotes the usual composition of graded linear maps and 1 ≤ i ≤ a.
The latter definition can be extended by linearity to the whole M(V ) keeping
implied that f �i g = 0 when i is greater than the arity of f .

1When defining the composition, one has to recall that it will be an operation only defined
on pairs of multilinear maps with matching domains and codomains.
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Definition B.1.5 ((Full) Gerstenhaber product). We call (full) Gerstenhaber
product the bilinear map

−�− : Ma,k(V )×Ma′,k′(V ) M(a+a′−1),(k+k′)(V )

(f, g) f � g =
a∑
i=1

f �i g
.

As before, this can be extended to the space M(V ) of all multilinear maps by
linearity.

Notation B.1.6 (Unfolding Koszul convention). Slightly more explicitly, given
f ∈ Hom(V ⊗a, V [|f |]) and g ∈ Hom(V ⊗b, V [|g|]) one has

(f �i g) ∈ Hom(V ⊗(a+b−1), V [|f |+ |g|]) .

According to the Koszul convention (see remark A.2.30), one gets that

(f �i g)(x1 . . . xa+b−1) =

= (−)|g|(|x1|+···+|xi−1|)f(x1, . . . , xi−1, g(xi, . . . , xi+b−1), xi+b, . . . , xa+b−1)

and

(f � g)(x1 ⊗ · · · ⊗ xa+b−1) =

=
a−1∑
k=0

(−)|g|(|x1|+···+|xk|)f(x1, . . . , xk, g(xk+1, . . . , xk+b), xk+n+1, . . . , xa+b−1)

for any given (a+ b− 1)-tuple of homogeneous elements (x1 . . . xa+b−1) of V .

The space M(V ), taken together with �, forms a non-associative monoid with
unit given by 1 ∈M1,0(L). More precisely, the Gerstenhaber product yields a
pre-Lie structure (see appendix D for the definition):

Lemma B.1.7. The graded vector space M(V ) together with the Gerstenhaber
product � forms a graded right pre-Lie algebra.

Proof. Recall that, according to our definition, the grading of M(V ) is given by
the degree of the homogeneous map. We thus have to show that the associator
α(f, g, h) = f �(g �h) − (f � g) �h is graded symmetric in the two rightmost
entries, i.e.

α(f, g, h) = (−)|h||g|α(f, h, g) .
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We show how this computation works in a fairly simple case, a complete and
conceptual proof follows from remark B.2.22. Let us consider for simplicity
f ∈ Hom(V ⊗2, V ) and g, h ∈ Hom(V, V ), one has

f �(g �h) =
2∑
i=1

f �i(g ◦ h) = f ◦ (gh⊗ 1+ 1⊗ gh)

and

(f � g) �h =
2∑
j=1

(
2∑
i=1

f �i g) �j h =

=f ◦ (g ⊗ 1+ 1⊗ g) ◦ (h⊗ 1+ 1⊗ h) =

=f ◦ (g ⊗ h+ (−)|g||h|h⊗ g + gh⊗ 1+ 1⊗ gh)

where the sign coefficient comes from the Koszul convention (see equation (1.7)).
The corresponding associator reads

α(f, g, h) = f ◦ (g ⊗ h+ (−)|h||g|h⊗ g) =

= f ◦ (g � h) ,

where � denotes the symmetric tensor product of linear maps. Hence, the latter
equation is manifestly graded symmetric in the second and third entries.

Therefore, there is a well-defined Lie bracket:

Definition B.1.8 (Gerstenhaber bracket). We call Gerstenhaber bracket the
Lie bracket [·, ·] on the graded vector space of multilinear maps M(V ) given by
the graded pre-Lie product �, i.e.

[f, g] := f � g − (−)|f ||g|g � f ∀f, g ∈M•(V ) .

It goes without saying that the Gerstenhaber bracket satisfy the Jacobi equation.
Remark B.1.9. Note that definition B.1.8 differs from the original one given by
Gerstenhaber [Ger64] where the grading of M(V ) is given by the arity minus
one:

[f, g]G := f � g − (−)(a−1)(b−1)g � f ,

for any f and g as in remark B.1.6.
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B.1.1 Décalage of multilinear maps

It is possible to establish a relationship between the multilinear operators on
the graded vector space V and those on its shift composing these operators
with suitable décalage isomorphisms (see definition A.2.20). Recall that we
introduced the following décalage isomorphism:

dec : (W⊗n)[n] ∼−−→ (W [1])⊗n ,

given on arbitrary elements ω1, . . . , ωn in W by

dec
(
(ω1 ⊗ · · · ⊗ ωn)[n]

)
= (−)

∑n

k=1
(n−k)|ωk|ω1 [1] ⊗ · · · ⊗ ωn [1]

dec−1 (ω1 [1] ⊗ · · · ⊗ ωn [1]
)

= (−)
∑n

k=1
(n−k)(|ωk [1]|+1)(ω1 ⊗ · · · ⊗ ωn)[n] .

(B.1)
The décalage isomorphism induces by precomposition an isomorphism of graded
vector spaces:

Definition B.1.10 (Décalage of multilinear maps). Given two graded vector
spaces V and W , we call décalage of multilinear maps from V to W⊗m the
invertible homogeneous map:

Dec : Homk(V ⊗n,W⊗m)→ Homk+n−m(V [1]⊗n,W [1]⊗m)

given by

Dec(µ) = dec[|µ|+ n−m] ◦ µ[n] ◦ dec−1 ∀µ ∈ Hom|µ|(V ⊗n,W⊗m)

Dec−1(ϕ) =
(
dec−1[|ϕ|] ◦ ϕ ◦ dec

)
[−n] ∀ϕ ∈ Hom|ϕ|(V [1]⊗n,W [1]⊗m) .

Remark B.1.11 (Décalage of multilinear maps as a diagram). Observe that
the décalage of a given multilinear map is given by the following commutative
diagram in the category of graded vector spaces:

V ⊗n[n] W⊗m[|µ|+ n] = W⊗m[m][|µ|+ n−m]

(V [1])⊗n (W [1])⊗m[|µ|+ n−m]

dec

µ[n]

dec [|µ|+n−m]

Dec(µ)

which in particular makes manifest the invertibility of the map Dec. Namely,
the inverse can be read out of the following diagram:
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V ⊗n[n] W⊗m[m][|ϕ|]

(V [1])⊗n (W [1])⊗m[|ϕ|]

dec

Dec−1(ϕ)[−n]

dec [|ϕ|]

ϕ

.

Remark B.1.12 (Décalage of M•,•(V )). In the following we will be mainly
concerned with the space M(V ) given at the beginning of this section. In the
case m = 1, the décalage of multilinear maps Dec is given by graded morphisms

Dec : Mn,k(V ) ∼−−−−−→Mn,k+n−1(V [1])

Dec−1 : Mn,k(V [1]) ∼−−−−−→Mn,k+1−n(V )
. (B.2)

The situation is encoded by the following commutative diagram for any µn ∈
Mn,|µn|(V ):

V ⊗n[n] W [|µn|][n] W [1][|µn|+ n− 1]

(V [1])⊗n

µn[n]

dec−1

Dec(µn)
(B.3)

meaning that Dec(µn) = µn[n] ◦ dec−1. The décalage operator of multilinear
maps is explicitly given as follows:

Dec(µn) : V [1]⊗n W [1]

v1 [1] ⊗ · · · ⊗ vn [1] (−)

n∑
j=1

(n−j)|vj |

µn(v1 ⊗ · · · ⊗ vn)[n]

.

(B.4)
Remark B.1.13 (Décalage Dec as a graded morphism). Observe that the
operators given in equation (B.2), due to their property of intertwining the
grading and the arity of any given multilinear maps, cannot be read as the
components of a bi-graded morphism on M••(V ).
However, it is possible to read the operator Dec as a genuine graded isomorphism
(not bi-graded) by appropriately contracting indices n and k to give a certain
Z-grading. Namely, by its very definition, the linear operator Dec descends to
a graded morphism

Dec : M(V,W )→M(V [1],W [1])

between the Z-graded vector spaces constructed out of M•• according to remark
B.1.3 and the graded vector space obtained from the total space of M••. More
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explicitly, one has:

M(V,W ) := Hom(T (V ),W ) = M⊕,• =

k 7→⊕
n≥1

Mn,k(V,W )

 ,

M(V,W ) := (tot(M••(V,W ))) [1] =
(
k 7→

⊕
n+m=k+1

Mn,k(V,W )
)
.

In other words, M(V,W ) and M(V,W ) denote the Z-graded vector space of
n-multilinear map, for any n ≥ 1, from V toW taken with two different gradings.
Namely, given an homogeneous multilinear map µ ∈Mn,k(V,W ), we denote by

|µ| = k , ||µ|| = k + n− 1 ,

the degree of µ when regarded respectively as an element of M(V,W ) and
M(V,W ). Notice that |µ| coincides, as expected, with the degree of µk as an
homogeneous map.
Remark B.1.14 (Dec in the literature). We ought to notice that our definition
of the décalage of multilinear maps differs by a sign prefactor from the
definition often found in literature (e.g [LS93, Eq. 3], [FM07, §1],[Ban16,
Rem 1.7],[Del18b, Prop. 1.5]). The different sign comes from our convention
about shift endofunctors to identify [k][`], [`][k] and [`+ k] for any k, ` ∈ Z (see
remark A.2.29). Namely, in our convention, the isomorphism V [k][`] ∼= V [`][k]
is treated as a natural identification and accordingly denoted with an = in
diagram (B.3).
However different choices can be made. For instance, if one replaces that
identification with natural isomorphism given by the braiding

K[`]⊗ K[k]⊗ V K[k]⊗ K[`]⊗ V
1[`] ⊗ 1[k] ⊗ v (−)`k 1[k] ⊗ 1[`] ⊗ v

BK[`],K[k]

,

the resulting décalage would get an extra overall sign prefactor.

A crucial property of the décalage operator Dec (see definition A.2.20) is to
preserve the Gerstenhaber product modulo a sign. The proof is based on the
following lemma:

Lemma B.1.15. Let be µb ∈ Hom|µb|(V ⊗b, V ) a multilinear map of arity b.
Consider the graded morphism

(1a⊗µb ⊗ 1c) : V ⊗(a+b+c) → V ⊗(a+1+c)[|µb|] .
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Then the décalage of the latter, computed according to definition B.1.10, satisfy
the following equation

Dec(1a⊗µb ⊗ 1c) = (−)|µb|c 1a⊗Dec(µb)⊗ 1c

where 1i on the left-hand side denotes the identity on V ⊗i and on the right-hand
denotes the identity on (V [1])⊗i.

Proof. The appearance of the sign prefactor can be explained by carefully
chasing arbitrary elements xi, with 1 ≤ i ≤ a+ b+ c, in V . We denote the
sign prefactors appearing in each step as Si = (−)si . The following 5 mappings
reproduce the décalage of the multilinear operator 1a⊗µb ⊗ 1c:

(V [1])⊗a+b+c

x1[1] ⊗ · · · ⊗ xa+b+c[1]

· · · (V )⊗a+b+c[a+ b+ c]
· · · S1(x1 ⊗ · · · ⊗ xa+b+c)[a+b+c]

· · · (V ⊗a ⊗ V [|µb|]⊗ V ⊗c)[a+ b+ c]
· · · S1S2(x1 ⊗ · · · ⊗ xa ⊗ (µb(xa+1, . . . , xa+b))[|µb|] ⊗ xa+b+1 ⊗ · · · ⊗ xa+b+c)[a+b+c]

· · · V ⊗a+1+c[|µb|+ a+ b+ c] ≡ V ⊗a+1+c[|a+ 1 + c][|µb|+ b− 1]
· · · S1S2S3(x1 ⊗ · · · ⊗ xa ⊗ µb(xa+1, . . . , xa+b)⊗ xa+b+1 ⊗ · · · ⊗ xa+b+c)[|µb|+a+b+c]

· · · (V [1])⊗a+1+c[|µb|+ b− 1]
· · · S1 · · ·S4(x1[1] ⊗ · · · ⊗ xa[1] ⊗ (µb(xa+1, . . . , xa+b))[1] ⊗ xa+b+1[1] ⊗ · · · ⊗ xa+b+c[1])[|µb|+b−1]

· · · (V [1])⊗a ⊗ V [1][|µb|]⊗ (V [1])⊗c

· · · S1 · · ·S5(x1[1] ⊗ · · · ⊗ xa[1] ⊗ (µb(xa+1, . . . , xa+b))[|µb|+b] ⊗ xa+b+1[1] ⊗ · · · ⊗ xa+b+c[1]) = ?

dec

(1a⊗µb⊗1c)[a+b+c]

dec

dec

dec

In the above diagram we sloppily denoted with the same symbol dec both the
mapping given by equation (A.2.20) and the mappings given by equations (B.1).
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Furthermore, the last term can be also read as follows:

? = S1 · · ·S6(x1[1] ⊗ · · · ⊗ xa[1] ⊗ (Dec(µb)(xa+1[1], . . . , xa+b[1])⊗ · · · ⊗ xa+b+c[1]) =

= S1 · · ·S7(1a⊗Dec(µb)⊗ 1c)(x1[1], . . . , xa+b+c[1]) .

The signs S1, S3, S4, S5 come from our definition of dec. Namely:

s1 =
a+b+c∑
i=1

(a+ b+ c− i)|xi| ,

s3 = |µb|(|x1|+ · · ·+ |xa|) ,

s4 =
a∑
i=1
|xi|(a+ 1 + c− i) + (|µb|+

a+b∑
i=a+1

|xi|)c+
a+b+c∑
i=a+b+1

|xi|(a+ b+ c− i) ,

s5 = (|µb|+ b− 1)(|x1|+ · · ·+ |xa|+ a) .

The coefficient s2 is zero in accordance with our convention on the action of
shifted maps (see remark A.2.27). The sign S6 comes from equation (B.4), i.e.

s6 =
b∑
i=1

(b− i)|xa+i| .

The last sign comes from the Koszul convention about the tensor product of
homogeneous maps:

s7 = (|x1[1]|+ · · ·+ |xa[1]|)(|Dec(µb)|) =

= (|x1|+ · · ·+ |xa|+ a)(|µb|+ b− 1) .

In conclusion S5 · S7 = 1 and S1 · · ·S7 = (−)|µb|c.

In particular, when a = 0 one has

Dec(µm ⊗ Idn) = (−)|µm|·nDec(µm)⊗ Idn .

Corollary B.1.16. Consider a `-tuple of multilinear maps fki , with 1 ≤ i ≤ `,
of arity ki. The décalage of their tensor product is obtained as follows:

Dec(fk1 ⊗ · · · ⊗ fk`) = (−)
∑`

i=1
|fki |(`−i) Dec(fk1)⊗ · · · ⊗Dec(fk`) .
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Proof. Without loss of generality consider ` = 2. One has

Dec(fk1 ⊗ fk2) = Dec(fk1 ⊗ 11) ◦Dec(1k1 ⊗fk2) =

= (−)|fk1 |Dec(fk1)⊗Dec(fk2) ,

where the last sign prefactor is due to the previous lemma and the Koszul
convention on the tensor product of homogeneous maps do not yields any extra
sign. The claim follows by iterating this construction.

Proposition B.1.17 (Décalage of Gerstenhaber product). Given any µn ∈
Mn,|µn|(V ) and `n ∈Mn,|`n|(V [1]) the following equations holds:

Dec(µn �k µm) =(−)|µm|(n−k) Dec(µn) �k Dec(µm)

Dec−1(`n �k `m) =(−)|Dec−1(`m)|(n−k) Dec−1(`n) �k Dec−1(`m) .

Proof. In the first equation we are in the following situation

(V ⊗(n+m−1))[n+m− 1] (V [1])⊗(n+m−1)

(V ⊗n)[n][|µm|][m− 1] (V [1])⊗n[|µm|][m− 1]

V [|µn|][n][|µm|][m− 1]

(V [1])[|µn|+ |µm|+ (n+m− 1)− 1]

(1k−1⊗µm⊗1n−k)[n+m−1]

dec

Dec(1k−1⊗µm⊗1n−k)

µn[n][|µm|][m−1]

dec [|µm|][m−1]

Dec(µn)[|µm|+m−1]∼=

The composition of the two leftmost vertical arrows gives (µn �k µm)[n][m− 1]
while the composition of the two rightmost gives its décalage. In particular,
recalling definition B.1.4, one gets that

Dec(µn �kµm) = Dec(µn)[|µm +m− 1] ◦Dec(1k−1⊗µm ⊗ 1n−k) =

=(−)|µm|(n−k) Dec(µn)[|µm +m− 1] ◦ (1k−1⊗Dec(µm)⊗ 1n−k)

=(−)|µm|(n−k) Dec(µn) �k Dec(µm)

where in the last two lines has been employed Lemma B.1.15 and definition
B.1.4.
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Regarding the second claim, one could draw a diagram similar to the previous
one. Alternatively, one can notice that the equality can be derived directly from
the invertibility of Dec together with the following equation:

Dec
(
Dec−1(`n) �k Dec−1(`m)

)
= (−)|Dec−1(`m)|(n−k)(`n �k `m) .

Remark B.1.18. The previous proposition could be read more compactly as
follows. Introduce the operator

−�i− : Ma,k(V )×Ma′,k′(V ) M(a+a′−1),(k+k′)(V )
(µa, µa′) (−)k′(a−i)µa �i µa′

that corresponds to �i with an extra signs introduced in accordance to
proposition B.1.17. Consider then the operator � =

∑
i �i. Therefore,

proposition B.1.17 implies that

Dec : (M(V ), �) (M(V ), �)∼ ,

where M(V ) is given by remark B.1.13 and M(V ) is given by remark B.1.3, is
an isomorphism in the category of pre-Lie algebras.

B.1.2 Algebra of multibrackets (Nijenhuis−Richardson alge-
bra)

We now focus on graded (skew)symmetric multilinear operators. To distinguish
these particular multilinear maps from those without any particular symmetry,
we will often refer to them as "multibrackets".
Notation B.1.19. We denote the spaces of symmetric and skew-symmetric n-
multilinear homogeneous maps on V in degree k as M sym

n,k (V ) and M skew
n,k (V )

respectively. Namely, the two spaces are defined as

M sym
n,k (V ) = {`n ∈Mn,k | `n ◦Bσ = `n ∀σ ∈ Sn} ,

M skew
n,k (V ) = {µn ∈Mn,k | µn ◦Bσ = (−)σµn ∀σ ∈ Sn} .

Remark B.1.20 (Universal property of (skew)symmetric multilinear maps). In
the case of (skew)symmetric maps a universal property, similar to B.1.2, holds:

M sym
n,k (V ) ∼= Homk(V �n, V )

M skew
n,k (V ) ∼= Homk(V ∧n, V ) .
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It also follows from the general properties of Hom functors, namely the property
to map colimits in limits, that

Mn,k = Homk(V ⊗n, V ) =

= Homk(V �n ⊕ V ∧n) ∼= Homk(V �n)⊕Homk(V ∧n) =

= M sym
n,k ⊕M

skew
n,k .

Remark B.1.21. Applying the controvariant endofunctor

Hom(−, V ) = ⊕k∈N(−, V [k]) : V ectZ → V ectZ

to the diagram introduced in remark A.3.40 we get the following commutative
diagram (where − denotes a blank entry, e.g. − ◦ f means precomposition)

M(V ) M(V )

M sym(V ) M sym(V )

−◦S

−◦N−◦π
−◦π

∑
n≥0

1
n!◦−

∣∣
V�n

which formalizes how M sym(V ) can be embedded in M(V ). As before, we omit
the analogous result in the skew-symmetric case.

By its very definition, the subspace of (skew)symmetric multibrackets does not
form a subalgebra of M(V ) (it does not close with respect to �). This can be
cured by considering a suitable (skew)symmetrization of �.

The Nijenhuis–Richardson product on M(V )

A preliminary step to understand how one can equip the spaces of symmetric
and skew-symmetric multilinear maps with a meaningful algebra product (or
"composition") is to investigate how the Gerstenhaber product � behaves under
symmetrization. Observe first the following:

Lemma B.1.22. Given any two `n, `m ∈M(V ) one has

(`n � `m) ◦S =
(

n

#unsh(m,n−1)

)
(`n ◦S) ◦ ((`m ◦S)⊗ 1n−1) ◦Bm,n−1 ,

where S denotes the symmetrizator (see definition A.2.40) and Bm,n−1 is the
even permutator with respect to the subgroup of unshuffles (see definition C.2.2).
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Similarly, one has

(µn �µm) ◦A =
(

n

#unsh(m,n−1)

)
µn ◦A ◦ ((µm ◦A)⊗ 1n−1) ◦ Pm,n−1 ,

where A denotes the skew-symmetrizator (see definition A.2.40) and Pm,n−1
is the odd permutator with respect to the subgroup of unshuffles (see definition
C.1.1).

Proof. Consider any two multilinear maps `n, `m ∈ M sym(V ). Via a simple
inspection, one can see that

`n �i `m =`n ◦ (1i−1⊗`m ⊗ 1n−i) =

=`n ◦ (C(i)⊗1n−i) ◦ (`m ⊗ 1n−1) ◦ (Ci
(i+m)⊗1n−1) =

=
(
(`n ◦ (C(i)⊗ 1n−i)) �1 `m

)
◦ (Ci

(i+m)⊗1n−1)

where Ci
(k) denotes the cyclic permutation of k elements i-times (see remark

C.2.6 in appendix) . Therefore, one has

(`n � `m) ◦S =

=
n∑
i=1

`n �i `m ◦S

=
n∑
i=1

(
`n ◦ (C(i)⊗1n−i)) �1 `m

)
◦S =

=
(

m!(n− 1)!
(n+m− 1)!

)(
`n ◦

(
n∑
i=1

(C(i)⊗1n−i) ◦ (1⊗S(n−1))
))
�1(`m ◦S(m)) ◦Bm,n−1 =

= 1
#unsh(m,n−1)

n!
(n− 1)! (`n ◦S(n)) �1(`m ◦S(m)) ◦Bm,n−1 =

= n

#unsh(m,n−1)
(`n ◦S(n)) �1(`m ◦S(m)) ◦Bm,n−1

where we used the computation of the cardinality of the subgroup of unshuffles
(see remark C.1.4) and the decomposition of the symmetrizator operator through
unshuffles (see remark C.1.3).
The same computation holds in the case of skew-symmetric multibrackets by
substituting Bσ with Pσ and S with A.



ALGEBRA OF MULTILINEAR OPERATORS (GERSTENHABER ALGEBRA) 303

Lemma B.1.22 suggests the following two definitions:
Definition B.1.23 ((Symmetric) Nijenhuis–Richardson product). We call
(symmetric) Nijenhuis–Richardson product (or symmetric Gerstenhaber product)
the bilinear operator

−J− : Mn,k ⊗Mm,d(V )→Mn+m−1,k+d(V )
defined on any µn, µm ∈M(V ) as

µn Jµm = (µn �1 µm) ◦Bn,m−1 ,

where Bn,m−1 denotes the operator that sum on all possible even actions of the
(n,m− 1)-unshuffles (see appendix C) and �1 is the first Gerstenhaber product
(see definition B.1.4).
Definition B.1.24 ((Skew-symmetric) Nijenhuis–Richardson product). We
call (skew-symmetric) Nijenhuis–Richardson product the bilinear operator

−C− : Mn,k ⊗Mm,d(V )→Mn+m−1,k+d(V )
defined on any µn, µm ∈M(V ) as

µn Cµm = (−)|µm|(n−1)(µn �1 µm) ◦ Pn,m−1 ,

where Pn,m−1 denotes the operator that sum on all possible odd actions of the
(n,m− 1)-unshuffles (see appendix C) and �1 is the first Gerstenhaber product
(see definition B.1.4).

The role of the extra sign in the previous equation is justified a posteriori by
the following lemma:
Proposition B.1.25. The graded map Dec defined in remark B.1.29 is a graded
algebra isomorphism:

Dec : (M(V ),C) ∼−−−−−→ (M(V [1]),J) .

Proof. Inspecting on any one two given µn, µm ∈M(V ) one gets

Dec(µn Cµm) Def: B.1.24= (−)|µm|(n−1) Dec(µn �1 µm ◦ Pm,n−1) =

Def: B.1.10= (−)|µm|(n−1) Dec(µn �1 µm) ◦Dec(Pm,n−1) =
Prop: B.1.17= Dec(µn) �1 Dec(µm) ◦Dec(Pm,n−1) =
Prop: A.2.37= Dec(µn) �1 Dec(µm) ◦Bm,n−1 =
Def: B.1.23= Dec(µn)JDec(µm) .
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Notation B.1.26. More explicitly, evaluating on homogeneous element xi ∈ V ,
the products read as follows:

µn Jµm(x1, . . . , xm+k−1) =

=
∑

σ∈unsh(m,n−1)

ε(σ)µn
(
µm(xσ1 , . . . , xσm), xσm+1 . . . , xσm+k−1

)

µn Cµm(x1, . . . , xm+k−1) =

= (−)|µm|(n−1)
∑

σ∈unsh(m,n−1)

(−)σε(σ)µn
(
µm(xσ1 , . . . , xσm), xσm+1 . . . , xσm+k−1

)
(B.5)

where ε(σ) is the Koszul sign.

The bigraded vector space M(V ), taken together with J or C, forms a non-
associative graded algebra. The following proposition gives an explicit expression
for the associator:

Proposition B.1.27. Given any three multilinear operators µ`, µm, µn ∈M(V )
the corresponding associators, with respect to J and C respectively, results

α(J;µa, µb, µc) = µa ◦ ((µb ⊗ µc ◦Bb,c)⊗ 1a−2) ◦Bb+c,a−2

α(C;µa, µb, µc) = (−)sµa ◦ ((µb ⊗ µc ◦ Pb,c)⊗ 1a−2) ◦ Pb+c,a−2 .

where the latter sign prefactor is given by:

(−)s = (−)|µc|(b+a)+(|µb|(a−1)+b(c+1)

Proof. A complete proof of these statements can be obtained employing the
combinatorial properties of the unshuffles. We refer to appendix C.3 for a
complete argument. We only observe here that the second claim follows from
the first since, for any µi = Dec(νi) one has

α(C;µa, µb, µc) =

= Dec(α(J; νa, νb, νc)) =

= Dec(νa ◦ ((νb ⊗ νc ◦Bb,c)⊗ 1a−2) ◦Bb+c,a−2) =

= (−)(|νb|+|νc|)a+|νb|µa ◦ ((µb ⊗ µc ◦ Pb,c)⊗ 1a−2) ◦ Pb+c,a−2 =
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= (−)(|µb|+|µc|+b+c)a(−)|µb|+b−1µa ◦ ((µb ⊗ µc ◦ Pb,c)⊗ 1a−2) ◦ Pb+c,a−2

The Nijenhuis–Richardson product on M sym(V ) and M skew(V )

Let us now focus again on the spaces of degree k graded (skew)-symmetric
n-multilinear homogeneous maps, previously denoted as

M sym
n,k (V,W ) := Homk(V �n,W ) , M skew

n,k (V,W ) := Homk(V ∧n,W ) .

Recall that It follows from the splitting sequence (1.8) that Mn,k(V,W ) =
M sym
n,k (V,W ) ⊕ M skew

n,k (V,W ). As before, when W = V we will lighten the
notation omitting the second entry. Recall that the operator dec determines an
isomorphism V ∧n[n] ∼= V [1]n. This last property is also suitable transferred to
the multibrackets:

Remark B.1.28 (Décalage of symmetric multibrackets). Note that a relation
similar to the one on the restriction of the décalage isomorphism to
(skew)symmetric tensor spaces (see lemma A.2.43) also holds when dealing
with multilinear maps. Namely, the following diagram commutes

M sym
n,k (V ) M skew

n,k+n−1(V [1])

Mn,k(V ) Mn,k+n−1(V [1])

M skew
n,k (V ) M sym

n,k+n−1(V [1])

Dec
∣∣
M

sym
n,k

(V )

Dec

Dec
∣∣
Mskew
n,k

(V )

where the hooked arrows denote the standard inclusion of symmetric and
skew-symmetric maps as a subset of all multilinear maps.
Notation B.1.29. To avoid confusion, from now on we will assume that

Dec : M skew
n,k (V )→M sym

n,k+n−1(V [1])

and
Dec−1 : M sym

n,k (V [1])→M skew
n,k+1−n(V ) .

We are now interested in replicating the reasoning of remark B.1.13 to the
case of (skew)-symmetric multibrackets. Namely, we want to consider suitable
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combinations of arities and degrees in order to produce a honest Z-graded vector
space of (skew)-symmetric multibrackets.
Conventionally, we introduce the graded vector spaces of graded symmetric and
graded skew-symmetric multilinear maps from V to V as vector subspaces of
M(V,W ) and M(V,W ) respectively

Definition B.1.30 (The Z-graded vector space of (skew)-symmetric multilinear
brackets). In order to read Dec as a graded morphism between skew-symmetric
and symmetric multilinear maps, it is necessary to equip their corresponding
spaces with two different gradings. Let be V and W two graded vector spaces.
We call (Z)-graded vector space of graded symmetric multilinear maps the graded
vector subspace M sym(V,W ) ↪→M(V,W ) given by:

Msym(V,W ) :=
(
k 7→

⊕
n

M sym
n,k (V,W )

)
.

We call (Z)-graded vector space of graded skew-symmetric multilinear maps the
graded vector subspace M skew(V,W ) ↪→M(V,W ) given by:

Mskew(V,W ) :=
(
k 7→

⊕
n+i=k+1

M skew
n,i (V,W )

)
.

Consider a multilinear maps µ ∈ Ma,k which is also graded skew-symmetric,
we denote |µ| = k its degree as an homogeneous map and we denote by
‖ µ ‖= a+ k − 1 its degree as an element in M(V,W ).

This unusual choice for the grading of M skew(V,W ) is due to enforce the
commutativity of the following diagram in the category of graded vector spaces

Mskew(V ) Msym(V [1])

M(V ) M(V [1])

Dec

Dec

. (B.6)

In other words, this convention assures that the décalage operator of multilinear
maps restricts to a well-defined isomorphism Msym(V [1]) ∼= M skew(V ). The
preliminary work of subsection B.1.2 allows us to conclude that the above
diagram can be replicated inside the category of graded algebras:

Theorem B.1.31. Let be V a graded vector spaces. Consider the graded
algebras of multilinear maps (see definition B.1.30 and remark B.1.13). The
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following diagram commutes in the category of graded vector spaces:

(M(V ), �) (M(V ), �)

(M skew(V ),C) (M sym(V ),J)

(M(V ),C) (M(V ),J)

Dec
∼

−◦Na −◦Ns

−◦πa

Dec
∼

−◦πs

Dec
∼

where:

• � is the Gerstenhaber product (definition B.1.5);

• � is its pullback along Dec (see remark B.1.18);

• C and J are the Nijenhuis–Richardson products (see definitions B.1.23
and B.1.24);

• − ◦ F denotes precomposition with F and Na, Ns, πs, πa are the maps
introduced in remark A.3.40 and equation (1.8).

Proof. Observe that, according to Lemma B.1.22, the monoid structures J and C
restrict correctly to a monoid structure on M sym(V ) and M skew(V ) respectively.
Hence, J (resp. C) takes values in M sym(V ) (resp. M skew(V )) when computed
on a pair of symmetric (resp. skew-symmetric) multilinear maps.
Moreover, the symmetric (resp. skew-symmetric) Gerstenhaber product between
a generic multilinear map µn ∈ Mn,k(V ) with n ≤ 2 and a symmetric (resp.
skew-symmetric) multibracket µm yields a symmetric multibracket µn Jµm ∈
M sym(V ) (resp. µn Cµm ∈M skew(V )). Resuming the notation given in remark
A.3.40, lemma B.1.22 implies that

`n � `m ◦
N ◦ π

((((
(((n+m− 1)! =

���
���

��
(

n!m!
(n+m− 1)!

) (
`n ◦

N ◦ π
��n!

)
J

(
`m ◦

N ◦ π
��m!

)
,

hence, the following diagram commutes

(M(V ),J) (M(V ), �)

(M sym(V ),J)

−◦N◦π

−◦N−◦π
.

The same reasoning can be replicated in the skew-symmetric case replacing N
with Na and π with πa. Summing up, the whole situation is subsumed by the
claimed diagram.
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The pairs (M sym(V ),J) and (M skew(V )) are also known as the Nijen-
huis–Richardson algebras of symmetric and skew-symmetric multilinear maps.
These algebras are right pre-Lie:

Proposition B.1.32. Consider three graded symmetric multilinear operators
νi and three skew-symmetric multilinear operators µi. The corresponding
associators satisfy the following symmetry properties:

α(J; ν`, νm, νn) =(−)|νm||νn|α(J; ν`, νn, νm) , (B.7)

α(C;µ`, µm, µn) =(−)(|µn|+n−1)(|µm|+m−1)α(C;µ`, µn, µm) . (B.8)

Proof. A complete proof of these statements can be obtained employing the
combinatorial properties of the unshuffles. We refer to proposition C.3.5 in
appendix C.3 for a complete argument. We only observe here that the second
claim follows from the first since, for any µi = Dec(νi) one has

α(C;µa, µb, µc) = Dec(α(J; νa, νb, νc)) =

= (−)|νb||νc|Dec(α(J; νa, νc, νb))

= (−)|νb||νc|α(C;µa, µc, µb)

= (−)‖µb‖‖νc‖α(C;µa, µc, µb) .

Remark B.1.33 (Pre-Lie structure on M sym(V ) and M skew(V )). The last two
results of proposition B.1.27 can be read as a pre-Lie property of J and C with
respect to a certain choice of (single) grading on the bigraded vector space
M(V ). Let us denote this new single grading as ‖·‖ in order to not confuse it
with | · | that gives the degree as an homogeneous map.
Equation (B.7) implies that on the graded vector space

M(V ) :=
(
k 7→ ⊕a≥1Ma,k(V )

)
,

i.e. when considering the grading given uniquely by the degree as an homogeneous
map or ‖·‖ = | · | , the Nijenhuis–Richardson product gives a pre-Lie structure.
In particular, (M sym(V ),J), implicitly considered with the former grading,
forms a pre-Lie algebra and

[·, ·] : M sym(V )⊗M sym(V ) M sym(V )
µm ⊗ µn µm Jµn − (−)|µm||µn|µn Jµm

satisfies the graded Jacobi equation.
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Similarly, Equation (B.8) implies a pre-Lie property for C when considering a
grading interweaving the arity of the multilinear map with the degree, namely

‖µn‖ = |µn|+ n− 1 ∀µn ∈Mn,|µn|(V ) . (B.9)

In other words, C is pre-Lie on the graded vector space

tot(M••(V ))[1] :=

k 7→ ⊕
a+d=k+1

Ma,d(V ) =
⊕
a≥1

Ma,k+1−a(V )


where tot denotes the total graded vector space of a bigraded vector space as
defined in A.1.4).
In particular, (M skew(V ),C), implicitly considered with the former grading,
forms a pre-Lie algebra and

[·, ·] : M skew(V )⊗M sym(V ) M skew(V )
µm ⊗ µn µm Cµn − (−)‖µm‖‖µn‖µn Cµm

satisfies the Jacobi equation.

B.2 Algebra of coderivations

Let us now return again to the notions of graded algebras and coalgebras
introduced in section A.3. Another relevant class of graded linear maps between
graded (co)-algebras is given by (co)-derivations. In this section, we recall the
abstract framework of F -coderivations and in particular prove how they give rise
to a certain algebra isomorphic to the algebras of multilinear maps introduced
in the previous section.

B.2.1 F -(co)derivations on an arbitrary (co)algebra

In this subsection, we recall the abstract framework of F -coderivations. The
property that will be central to us is the existence of a lift procedure from
homogeneous maps to coderivations (see subsection B.2.1).

Consider a graded algebra (A,µ) and a graded coalgebra (C,∆), one can define:
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Definition B.2.1 (F -Derivation). Given
two graded algebras (A,µ) and (A′, µ′),
consider a morphism of graded algebras
F ∈ HomAlg(A,A′), we call F -derivation
from A to A′ any homogeneous map
θ ∈ Hom(A,A′) such that the following
diagram commutes

A⊗A A′ ⊗A′

A A′

(θ⊗F+F⊗θ)

µ µ′

θ

Remark B.2.2. From the Koszul conven-
tion (Remark A.2.24) one has for any
homogeneous vectors a, b ∈ A that

θ(a · b) = θ(a) ·F (b) + (−)|θ||a|F (a) · θ(b) ,

where we denoted by · the action of the
multiplication µ.

Definition B.2.3 (F -coDerivation). Given
two graded coalgebras (C,∆) and (C ′,∆′),
consider a morphism of graded coalge-
bras F ∈ HomcoAlg(C,C ′), we call F -
coderivation from C to C ′ any homoge-
neous map θ ∈ Hom(C,C ′) such that the
following diagram commutes

C C ′

C ⊗ C C ′ ⊗ C ′

θ

Γ Γ′

(θ⊗F+F⊗θ)

.

Notation B.2.4. Fixed a graded coalgebra
morphism, the set of all F -derivations
in degree p forms a graded vector space
denoted by Derp(A,A′;F ),. Accordingly,
we denote by Der(A,A′;F ) the space of
coderivations in any degree.
In the special case where A = A′ and
F = idA we simply talk about derivations
over A and we denote as

Derp(A) := Derp(A,A; idA)

the corresponding graded vector space.

Notation B.2.5. Fixed a graded coalgebra
morphism, the set of all F -coderivations
in degree p form a graded vector space
denoted by coDerp(C,C ′;F ). Accordingly,
we denote by coDer(C,C ′;F ) the space of
coderivations in any degree.
In the special case where C = C ′ and F =
idC we simply talk about coderivations
over C and we denote as

coDerp(C) := coDerp(C,C; idC)

the corresponding graded vector space.

Lemma B.2.6. Given F : (C,Γ) →
(C ′,Γ′) a coalgebra morphism and Q,Q′

coderivations on C and C ′ respectively,
then F ◦Q and Q′ ◦F are F -coderivations
from C to C ′.
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Remark B.2.7. In case that the considered (co)algebra is (co)unital, we also
require a (co)derivation to be zero at the (co)unit.

The upshot is that graded coderivation is the dual notion of graded derivation.
For our purposes, we will focus only on coderivations. Similar results can also
be enunciated in the case of derivations and possibly further generalized from
vector spaces to modules ([Man11c, DMZ07]).
Remark B.2.8 (Composition of coderivations is not a coderivation). Although
coDer(C) constitutes a subspace of Hom(C,C), it does not form a subalgebra
with respect to the composition of linear operator. Namely, if one consider two
coderivations M and N , the following diagram commutes

C C ⊗ C

C C ⊗ C

C C ⊗ C

∆

M M⊗1+1⊗M

∆

N N⊗1+1⊗N

∆

but the square obtained by composing the vertical arrows fails to commute

C C ⊗ C

C C ⊗ C

N◦M

∆

�	 (N◦M)⊗1+1⊗(N◦M)+(−)|M||N|M⊗N+N⊗M

∆

Nevertheless, the graded vector spaces of coderivations is a Lie subalgebra with
respect to the Lie bracket given by the commutator:

∆(N ◦M − (−)|N ||M |M ◦N) =

=
(
N ◦M ⊗ 1+ 1⊗N ◦M + (−)|M ||N |M ⊗N +N ⊗M+

− (−)|M ||N |(M ◦N ⊗ 1+ 1⊗M ◦N +M ⊗N + (−)|M ||N |N ⊗M)
)
◦∆ =

=
(
N ◦M ⊗ 1+ 1⊗N ◦M − (−)|M ||N |(M ◦N ⊗ 1+ 1⊗M ◦N

)
∆ .

The latter property suggests to look for a pre-Lie structure on coDer(V ). This
will be achieved in the case of tensor coalgebras (see sections B.2.2 and B.2.3).

An interesting feature of degree zero coderivations is that they can be used to
build coalgebra morphisms:
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Proposition B.2.9. Given α ∈ coDer0(C) a degree 0 nilpotent coderivation ,
i.e. ∃k ∈ N such that αk′ = 0 ∀k′ > k, then

eα :=
∑
n≥0

αn

n! : C → C

is a coalgebra automorphism with inverse given by e−α.

Proof. Note first that the nilpotency condition guarantees that the series defining
the exponential of α converge to a linear operator C → C. Requiring also α to
be in degree 0 guarantees that the exponential will be homogeneous in degree
0. Compatibility with the comultiplication Γ follows from the Baker-Campbell-
Hausdorff formula (BCH):

Γeα =
∑
n≥0

1
n!Γα

n =
∑
n≥0

1
n! (α⊗ 1+1⊗α)Γ = (eα⊗1+ 1⊗α) Γ =

BCH= (eα⊗1) ◦ (e1⊗α) Γ = (eα ⊗ 1) ◦ (1⊗eα) Γ = (eα ⊗ eα) Γ .

Invertibility is again a consequence of the BCH formula.

Remark B.2.10. Taking C = T (V ) one see that the first component of the
exponential of a given coderivation α ∈ coDer(T (V )) is given by

p ◦ eα
∣∣∣∣
V

=
∑
n≥0

1
n!p ◦ α

n

∣∣∣∣
V

=
∑
≥0

1
n!α

n
1 = eα1 ,

where p : T (V ) � V denotes the standard projection. Claerly, not every
coalgebra automorphism can be build as an exponential of some coderivation.

Universal Properties and Lifts

In section A.3.3 we have seen how a graded morphism f ∈ Hom(C, V ) can be
uniquely lifted to a coalgebra morphism F ∈ HomcoAlg(C, T (V ). In the case of
a homogeneous map f ∈ Hom(C, V ), not necessarily in degree 0, an analogous
lift construction holds. In the latter case, one talk about lift to a coderivation.
From now on, we will assume that all considered coalgebras will be coassociative
and conilpotent.

Proposition B.2.11 (Universal property of homogeneous maps). Consider
a coalgebra (C,Γ) a graded morphism f : C → V and denote by F = L(f) ∈
HomcoAlg(C, T (V )) the unique lift of f to a coalgebra morphism. The following
property are satisfied:
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1. for any homogeneous map q ∈ Homk(C, V ) in degree k there exists a
unique F -coderivation Q ∈ coDer(C, T (V );F ) such that the following
diagram commutes in the graded vector spaces category:

C T (V )[k]

V [k]

∃! Q

∀ q p[k]

2. Explicitly, Q, the unique lift of q to a coderivation, is given by the following
commutative diagram in V ectZ:

T (C)

C T (V )[k]

R(q)∑
n>0

Γn

Q

where

R : Hom(C, V ) coDer
(
T (C), T (V );T (f)

)
q R(q) =

∑
n≥1

[
n−1∑
i=0

f⊗i ⊗ q ⊗ f⊗(n−1−i)

]
(B.10)

and hence

Q =
∑
n≥1

[
n−1∑
i=0

(f⊗i ⊗ q ⊗ f⊗(n−1−i)) ◦ Γn−1

]
. (B.11)

Proof. One has only to check that

R(q) =
∑
n≥1

[
n−1∑
i=0

f⊗i ⊗ q ⊗ f⊗(n−1−i)

]

is a T (f)-coderivation in the sense of definition B.2.3 and remark A.3.41 (see
[Man11c, Prop. 1.3.5] for the complete computation). If the latter is true, the
precomposition of R(q) with the canonical coalgebra morphism

∑
n≥1 Γn ∈

HomcoAlg(C, T (C)) happen to be a L(f)-coderivation, where L denotes the lift
to a coalgebra morphism (see equation (A.13)) because

(T (f)) ◦
∑
n≥1

Γn = L(f) .
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Notation B.2.12 (Lift to a coderivation operator). We denote by

L̃ : Homk(C, V ) coDerk(C, T (V );F )
q Q

the mapping giving the unique lift to a coderivation prescribed by proposition
B.2.11. We decorated this operator with a tilde to avoid possible confusion
when dealing with degree zero map C → V since, according to remark A.3.47,
they also admit a lift to a coalgebra morphism.

The similarity with the case of lift to coalgebra morphism, see section A.3.3,
continue by noticing that this universal property can be read as an isomorphism
of graded vector spaces (c.f. with theorem A.3.48):

Theorem B.2.13 (Universal property as an isomorphism between hom-spaces).
The following graded vector spaces are isomorphic

coDerk(C, T (V );F ) ∼= Homk(C, V )

and the isomorphism is induced from the corestriction according to the following
diagram:

Homk(C, T (V )) Homk(C, V )

coDerk(C, T (V );F ) Homk(C, V )

P

L̃

,

where P denotes post-composition with the standard projection p : T (V )→ V .
In particular, one also have that

coDerk(C, T (V );F ) ∼= coDerk(C, T (V );G)

for any choice of F,G ∈ HomcoAlg(C, T (V )).

Proof. For any q ∈ Homk(C, V ) one has that

P (L̃(q)) = p
∑
n≥1

[
n−1∑
i=0

(f⊗i ⊗ q ⊗ f⊗(n−1−i)) ◦ Γn−1

]
= q

since the only non-zero summand is the one with n = 1 and i = 0. Hence
P ◦ L = idHomk(C,V ).
For any Q ∈ coDerk(C, T (V )) one has

L̃(P (Q)) = L̃(p ◦Q) =
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=
∑
n≥1

(
n−1∑
i=0

f⊗i ⊗ (p ◦Q)⊗ fn−1−i

)
◦ Γn−1 =

Rem. A.3.47=
∑
n≥1

(
n−1∑
i=0

(p ◦ F )⊗i ⊗ (p ◦Q)⊗ (p ◦ F )n−1−i

)
◦ Γn−1 =

=
∑
n≥1

p⊗n ◦
(
n−1∑
i=0

F⊗i ⊗Q⊗ Fn−1−i

)
◦ Γn−1 =

F -coderivation=
∑
n≥1

p⊗n ◦∆n−1 ◦Q =

=
∑
n≥1

p
∣∣∣∣
V ⊗n
◦Q =

= Q

where p
∣∣
V ⊗n

: T (V )→ V ⊗n is the standard projection.

In the particular case where the coalgebra C is cocommutative, e.g. when
C = S(V ), a similar universal property holds. The difference is that now the
lift maps into the symmetric tensor coalgebra.

Proposition B.2.14 (Universal property of homogeneous maps (cocommutative
case)). Consider a cocommutative coalgebra (C,Γ) a graded morphism f : C →
V and denote by F = Lsym(f) ∈ HomcoAlg(C, S(V )) the unique lift of f to a
coalgebra morphism. The following properties are satisfied:

1. for any homogeneous map q ∈ Homk(C, V ) in degree k there exists a
unique F -coderivation Q ∈ coDer(C, S(V );F ) such that the following
diagram commutes in the graded vector space category:

C S(V )[k]

V [k]

∃! Q

∀ q p[k]
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2. Explicitly, the unique lift is given by the following commutative diagram
in V ectZ:

T (C) T (V )[k]

S(C)

C S(V )[k]

R(q)

π[k]

N

∑
n>0

π
n! Γ

n

∑
n>0

Γn

Q

L̃(q)

where R is the operator defined in equation (B.10) and N is the injection
of S(V ) ↪→ T (V ) introduced in remark A.3.40.

Proof. The proof runs in two steps. The first is to prove that when C is
cocommutative the image of

∑
n>0 Γn is Sn-invariant, i.e. the operator factors

trough N . The second is to prove that the image of R(q) restricted to S(V ), i.e.
π ◦ L̃(q), is a coderivation with respect to π ◦ T (f) ◦N = S(F ) (see for instance
[Man11c, §1.5]).

Notation B.2.15. We denote by

L̃sym = π ◦ L̃ : Homk(C, V ) coDerk(C, S(V );F )
q Q

the mapping giving the unique lift to a coderivation prescribed by proposition
B.2.14.

In the cocommutative case, it is possible to give an a alternative explicit
expression of the lift employing the sum on all unshuffles.

Proposition B.2.16 (Unshuffles notation for the symmetric lift). Given (C,Γ)
a cocommutative coalgebra with coproduct Γ, for any q ∈ Hom(C, V ) the unique
lift is given by

L̃sym(q) = H(q)
∑
n>0

Γn

where

H : Hom(C, V ) coDer
(
S(C), S(V );S(f)

)
q H =

∑
n≥1

π ◦
(
q ⊗ f⊗n−1 ◦B1,n−1

)
◦N
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Proof. The claim follows from the commutativity of the following diagram

S(V )

T (V ) S(V )

C T (V )

V

N
H(q)

R(q)
N

L̃(q)

∑
n>0

π
n! Γ

n ∑
n>0

Γn

q

(compare with diagram in theorem A.3.54 ) where the leftmost triangle is the
factorization of

∑
n>0 Γn when C is cocomutative, and the uppermost square

is consequence of the following computations (involving the operator C(n) of
cyclic permutation, see appendix C):

Rn(b)S(n+1) =

=

 ∑
i+j=n

f⊗i ⊗ b⊗ f⊗j
 ◦S(n+1) =

= 1
(n+ 1)!

∑
i+j=n

∑
σ∈S(n+1)

 ∑
i+j=n

f⊗i ⊗ b⊗ f⊗j
 ◦Bσ =

Lem: C.3.1= 1
(n+ 1)!

∑
i+j=n

∑
σ∈S(n+1)

(
(Ci+1 ⊗ 1j) ◦ (b⊗ f⊗n) ◦C−1

(i+1)

)
◦Bσ =

= 1
(n+ 1)!

∑
i+j=n

∑
σ∈S(n+1)

(
(Ci+1 ⊗ 1j) ◦ (b⊗ f⊗n)

)
◦Bσ =

Eq: C.3= n!
(n+ 1)!

∑
i+j=n

(
(Ci+1 ⊗ 1j) ◦ (b⊗ f⊗nSn)

)
◦B1,n =

Prop: A.2.35=
[

1
n+ 1

n∑
i=0

(Ci+1 ⊗ 1n−i) ◦ (1⊗Sn)
]
◦ (b⊗ f⊗n) ◦B1,n =

= Sn+1 ◦ (b⊗ f⊗n) ◦B1,n .
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The latter implies that

R(b) ◦N = R(b) ◦S ◦N =

= N ◦

[
π ◦

(∑
n>0

b⊗ f⊗n ◦B1,n

)
◦N

]
=

= N ◦H(b) .

Similarly to theorem B.2.13, this universal property can be also read as an
isomorphism of graded vector spaces:

Theorem B.2.17 (Universal property as an isomorphism between hom-spaces).
Given C a cocommutative coalgebra, the following graded vector spaces are
isomorphic

coDerk(C, S(V );F ) ∼= Homk(C, V )
where F = Lsym(f) is the unique lift to a coalgebra morphism of an arbitrary
f ∈ Hom(C, V ) as defined in section A.3.3. The isomorphism is induced from
the corestriction according to the following diagram:

Homk(C, S(V )) Homk(C, T (V )) Homk(C, V )

coDerk(C, S(V );F ) coDerk(C, T (V );N ◦ F ) Homk(C, V )

N◦− P

∼=

L̃

,

where P denotes post-composition with the standard projection T (V )→ V and
N ◦ − denotes precomposition with the injection N : S(V ) ↪→ T (V ).

Proof. We already showed that L̃ factorizes through Homk(C, S(V )) since
the image of L̃(q) is invariant under permutations for any q ∈ Homk(C, V ).
It remains to exhibit the bottom left isomorphism. Note first that for any
Q ∈ coDerk(C, S(V );F ) one has

∆ ◦N ◦Q = N ⊗N ◦ Ξ ◦Q =

= N ⊗N ◦ (Q⊗ F + F ⊗Q) ◦ Γ

where ∆, Ξ and Γ denote the coproduct in C, S(V ) and T (V ) respectively.
Therefore, post-composition with N yields a morphism

N ◦ − : coDerk(C, S(V );F )→ coDerk(C, T (V );N ◦ F ) .
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This morphism is invertible, with inverse given by π since any B ∈
coDerk(C, T (V );N ◦ F ) lies in the image of L̃ which is contained in the space
of permutation invariants.

In other words, any coderivation θ ∈ coDerk(S(V )) is fully determined by its
corestriction i.e. by the projection onto V .

B.2.2 Algebra of coderivations on tensor spaces

We now focus our attention to the space of coderivations on a given (reduced)
tensor coalgebra. Namely, we are going to specialize the construction of the
previous subsection to the case of F -coderivations on C = T (V ) with

F = L(p) = id
T (V ) ,

where p : T (V ) → V denotes the standard projection. Recall that we denote
the graded vector spaces of such coderivations as

coDer(T (V )) :=
{
Q ∈ Hom(T (V ), T (V )) | Γ ◦Q = (Q⊗ 1+ 1⊗Q) ◦∆

}
,

where Γ denotes the deconcatenation coproduct acting on decomposable elements
as follows:

Γ: T (V ) T (V )⊗ T (V )

x1 ⊗ · · · ⊗ xn
n−1∑
i=1

(x1 ⊗ · · · ⊗ xi)⊗ (xi+1 ⊗ · · · ⊗ xn)
.

The interest for this case, stems from the fact that coDer(T (V )) can be proved
to be isomorphic to the spaces of the multilinear operators and in particular
they provide an alternative language for dealing with multibrackets:

Corollary B.2.18 ((of prop. B.2.11)). Let be C = T (V ) the reduced tensor
coalgebra of a graded vector space V . Consider the graded morphism f = p :
T (V )→ V , the unique lift prescribed by proposition B.2.11 is given by:

L̃ : Homk(T (V ), V ) coDerk(T (V ))

q Q =
∑
n≥1

n∑
s=1

(
s−1∑
i=0

1i⊗qn−s+1 ⊗ 1s−1−i

)



320 ALGEBRAIC STRUCTURE OF MULTIBRACKETS AND CODERIVATIONS

Where qi = p ◦ q
∣∣
V ⊗i

denote, as usual, the i-the corestriction of q. On any given
n-tuple of vectors v1, . . . , vn, one has explicitly that

Q(v1⊗· · ·⊗vn) =
∑
i,`

(−)k(|v1|+···+|vi|)v1⊗· · ·⊗vi⊗q(vi+1⊗· · ·⊗vi+`)⊗· · ·⊗vn .

For any graded vector space the naturally associated graded space of
coderivations coDer(T (V )) (recall that the grading is given by the degree as
homogeneous map) can be equipped with a (non-associative) algebra structure:

Definition B.2.19 (Gerstenhaber product of coderivations). We call Gersten-
haber product of coderivations the (non-associative) product given by

−�− : coDer(T (V ))⊗ coDer(T (V )) coDer(T (V ))
Q⊗R L̃(p ◦Q ◦R)

where ◦ denotes the usual composition of graded linear maps.

In other words Q �R is the unique coderivation with corestriction given by
p ◦Q ◦R. Recall that Q ◦R is not a coderivation in general (see remark B.2.8).

The graded map L̃ defined in remark B.2.12 yields not only an isomorphism at
the level of graded vector space but also one at the level of algebras:

Lemma B.2.20 (Gerstenhaber algebras isomorphism). The graded vector
spaces isomorphism

L̃ : M(V ) ≡ (Hom(T (V ), V ), �) → (coDer(T (V )), �)

is an isomorphism in the category of graded algebras.
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Proof. Being L̃ invertible, is sufficient to prove that the inverse p preserve the
product. For any fixed n > 0 one has

p(Q �R)|V ⊗n = (q ◦R)|V ⊗n =

=
n∑
s=1

qs ◦ (
s−1∑
i=0

1i⊗rn−s+1 ⊗ 1s−1−i) =

Def: B.1.4=
n∑
s=1

s−1∑
i=0

qs �i rn−s+1 =

=
n∑
s=1

qs � rn−s+1 =

= (q � r)n =

= (p ◦Q � p ◦R)|V ⊗n .

Remark B.2.21. We ought to notice that, in the literature (see e.g. [Man11c]),
the definition of the Gerstenhaber product of multibrackets (see definition B.1.5)
is often introduced via the previous lemma. In other words, the operator � on
M(V ) is introduced by pulling back the product � on coDer(T (V )) along L̃.
Remark B.2.22 (� is pre-Lie). Note that for any given Q,R ∈ coDer(T (V )) one
has

[Q,R]� = Q �R− (−)|Q||R|R �Q =

= L̃ ◦ p ◦
(
Q ◦R− (−)|Q||R|R ◦Q

)
=

= L̃ ◦ P ◦ ([Q,R]◦)
where the subscripts � and ◦ denotes the commutator bracket with respect to the
Gerstenhaber product and the composition of graded linear maps respectively.
In particular, one has

J�(Q,R, S) = L̃ ◦ P (J◦(Q,R, S)) = L ◦ P (0) = 0

hence the Gerstenhaber product defined on the space of coderivation is pre-Lie.
This observation, together with lemma B.2.20, provide a more conceptual proof
of the pre-Lie property of the Gerstenhaber product � on M(V ).
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B.2.3 Algebra of coderivations on symmetric tensor spaces

Consider now a graded vector space V and let us focus on the associated reduced
symmetric tensor coalgebra S(V ) = ⊕k≥1V

�k. Recall that S(V ) carries natural
coassociative coalgebra structure with coproduct given (see section A.3.3) by
the unshuffled deconcatenation Ξ

Ξ: S(V ) S(V )⊗ S(V )

x1 � · · · � xn
n−1∑
i=1

∑
σ∈unsh(i,n−i)

(x1 � · · · � xi)⊗ (xi+1 � · · · � xn)

where unsh(i,j) ⊂ Si+j denotes the subgroup of unshuffles permutations (see
appendix C).

Specializing theorem B.2.17 to this specific cocommutative coalgebra yields
a graded isomorphism between the space of coderivations and symmetric
multilinear maps:

Corollary B.2.23 (of theorem B.2.17). Considering C = S(V ) and f = p ◦N ,
the unique lift prescribed by proposition B.2.11 is given by:

L̃sym : Homk(S(V ), V ) coDerk(S(V ))

q Q =
∑
n≥1

n∑
s=1

π ◦ (qn−s+1 ⊗ 1s−1) ◦Bn−s+1,s−1 ◦N

where π and N are the operators introduced in remark A.3.40. On any given
n-tuple of vectors v1, . . . , vn, one has explicitly that

Q(v1 � · · · � vn) =
n∑
i=1

∑
σ∈unsh(i,n−i)

ε(σ)qi(vσ1 � · · · � vσk)� vσk+1 � · · · � vσn ,

where unsh(i,j) denotes as usual the (i, j)-unshuffles and ε(σ) is the Koszul sign.
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Proof. Applying the result of proposition B.2.16 to this special case we get

L̃(q) =
∑
n>0

Hn(q) ◦ Ξn =

=
∑
n>0

π ◦ (q ⊗ 1n−1) ◦B1,n−1 ◦N ◦ Ξn =

=
∑
n>0

π ◦ (
∑
i>0

qi ⊗ 1n−1) ◦B1,n−1 ◦N ◦ Ξn =

=
∑
i,n>0

π ◦ (qi ⊗ 1n−1) ◦B1,n−1 ◦N ◦ Ξn =

=
∑
n>0

n∑
s=1

π ◦ [(qn−s+1 ⊗ 1s−1) ◦Bn−s+,s−1] ◦N ◦ Ξn =

=
∑
n>0

n∑
s=1

π ◦ [(qn−s+1 ⊗ 1s−1) ◦Bn−s+,s−1] ◦∆n ◦N =

=
∑
n>0

n∑
s=1

π ◦ [(qn−s+1 ⊗ 1s−1) ◦Bn−s+,s−1] ◦ΠV ⊗n ◦N

where, in the last equation, operator ∆n can be replaced by the projector on
V ⊗N since the term between square brackets is an operator V ⊗ → V ⊗s[|q|].

Similarly to what has been done in section B.2.2, we can equip the graded
vector space coDer(S(V )) with an algebraic product:

Definition B.2.24 (Nijenhuis–Richardson product of coderivations). We call
Gerstenhaber product of coderivations the (non-associative) product given by

−J− : coDer(S(V ))⊗ coDer(S(V )) coDer(S(V ))
A⊗B L̃sym(p ◦A ◦B)

.

Again as before, the graded map L̃sym defined in remark B.2.15 yields not only
an isomorphism at the level of graded vector space but also one at the level of
non-associative algebras.

Lemma B.2.25 (Gerstenhaber algebras isomorphism). The graded vector
spaces isomorphism

L̃sym : M sym(V ) ≡ (Hom(S(V ), V ),J) → (coDer(S(V )),J)
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is an isomorphism in the category of graded algebras.

Proof. Being L̃sym invertible, it is sufficient to prove that the inverse p preserves
the product. Consider R = L̃sym(r) and Q = L̃sym(q) in coDer(S(V )). For any
fixed n > 0 one has

p(RJQ)|V ⊗n
Def: B.1.23= (r ◦Q)|V ⊗n =

=
n∑
s=1

rs ◦ π [(qn−s+1 ⊗ 1s−1) ◦Bn−s+1,s−1] ◦N =

Def: B.1.4=
n∑
s=1

rs J qn−s+1 =

= (r J q)n =

= ((p ◦R)J(p ◦Q)) |V ⊗n .

Therefore, both coDer(S(V ) and M sym(V ) =
∏
n≥0 Hom(V �n, V ), when

endowed with the Nijenhuis–Richardson product J, form a right pre-Lie algebra.
In particular, one has that the graded Lie brackets associated to any two
R,Q ∈ (coDer(S(V )),J), i.e.

[Q,R] := QJR− (−)|Q||R|RJQ ∈ coDer(S(V )) ,

coincides with the standard commutator of linear operators.

B.3 The threefold nature of the Nijenhuis−Richardson
algebra

In this last section, we want to draw the conclusions of this long algebraic
excursus. The previous sections’ core was to identify an algebraic framework
useful for formalizing expressions involving compositions of multilinear maps.
Synthetically, the core of this whole chapter can be subsumed by the following
theorem:

Theorem B.3.1 (Algebras of Multibrackets). Let be V a graded vector space,
denote by M sym(V ) and M skew(V ) the graded vector spaces of symmetric and
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skew-symmetric multilinear maps from V into itself. The following diagram
commutes in the category of graded right pre-Lie algebras

(M(V [−1]), �) (M(V ), �) (coDer(T (V )), �)

(M skew(V [−1]),C) (M sym(V ),J) (coDer(S(V )),J)

(M(V [−1]),C) (M(V ),J) (coDer(T (V )),J)

Dec
∼=

−◦Na

L̃
∼=

−◦Ns πs◦−◦Na

Dec
∼=

−◦πa

L̃sym
∼=

−◦πs Ns◦−◦πs

Dec
∼=

L̃
∼=

(B.12)
where:

- (M(V ), �) denotes the Gerstenhaber algebra of multibrackets (see remark
B.1.3 and definition B.1.5);

- (M(V ), �) denotes the algebra of graded multilinear maps taken with a
different grading which intertwines arity and degree of the maps (see
remark B.1.13);

- J and C denote respectively the symmetric and skew-symmetric Ni-
jenhuis–Richardson product (see definitions B.1.23 and B.1.24 for the
multibrackets case and definition B.2.24 for the coderivations case);

- J on coDer(T (V ) is defined by the following equation2

QJR = L̃ ((p ◦Q)J(p ◦R)) ;

- coDer(T (V )) and coDer(S(V )) denote the space of coderivations on the
Tensor coalgebra and the symmetric Tensor coalgebra respectively;

- πs : T (V )→ S(V ) and πa : T (V )→ Λ(V ) denote the canonical projections
of T (V ) = S(V )⊕ Λ(V );

- Ns : S(V ) → T (V ) and Na : Λ(V ) → T (V ) denote the canonical
injections;

2We will not make any particular use of this algebra. Note that we are only saying that
the algebra structure here is obtained by pulling back the product J from M(V ).
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- f ◦ − denotes postcomposition with the function f and − ◦ g denotes
precomposition with function g;

- Dec is the décalage operator pertaining to multilinear maps (see remark
B.1.29);

- L̃ and L̃sym are the lift operators to the tensor and symmetric tensor
coalgebra respectively.

Proof. The horizontal isomorphism have been proved in proposition B.1.25
and lemmas B.2.20 and B.2.25. The central vertical line has been justified in
theorem B.1.31. The two rightmost squares simply follows by observing that

p ◦ (π ◦Q ◦N) =p ◦Q ◦N ∀Q ∈ coDer(T (V ))

p ◦ (N ◦R ◦ π) =p ◦R ◦ π ∀R ∈ coDer(S(V ))

denoting with the same letter p the canonical projections from S(V ) and T (V )
to V .

Remark B.3.2 (Coderivations on the anti-commutative tensor coalgebra). For
the sake of completeness, we mention that one could add another column to
the left of diagram (B.12) introducing the algebra of coderivations on Λ(V ).
That case can be recovered, mutatis mutandis, from the analogous symmetric
construction given in section B.2.3.
Remark B.3.3. Observe that the reasoning of remark B.1.21 can be easily
extended to more general homogeneous map, namely one gets a an embedding
diagram for any homogeneous maps between tensor spaces

Hom(T (V ), T (V )) Hom(T (V ), T (V ))

Hom(S(V ), S(V )) Hom(S(V ), S(V ))

S◦−◦S

π−◦−NN−◦−π N−◦−π

∑
n,m≥0

1
n!m! pV�n◦−pV�n

where pV �n denotes the canonical projector S(V ) → V �n. Will be clearer
from theorem B.3.1 that this arrows factors also through coderivation seen as
subspace of the space of homogeneous maps.
Remark B.3.4 (THE Nijenhuis–Richardson algebra). Since the horizontal lines
in diagram (B.12) consists of isomorphisms, it would be completely legitimate
to regard each line as a single object in the category of right pre-Lie algebras.
In particular, the three isomorphic algebras contained in the central line can be
thought as the Nijenhuis–Richardson algebra pertaining to the graded vector
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space V [−1].
One should think at the different descriptions of the Nijenhuis–Richardson
algebra (in term of symmetric multibrackets, skew-symmetric multibrackets or
coderivation) as different presentation of the same algebraic objects.





Appendix C

Graded permutators and
Unshuffles

In this appendix, we deal with the combinatorics involved when working with
L∞-algebras. Specifically, we will talk about unshuffle permutations and how
they act on the tensor algebra T (V ) of a given graded vector space V . The
key results of this appendix are given in section C.3 which contains direct
computations for the associator of the Nijenhuis–Richardson algebras.

C.1 Unshuffles

The term "shuffle" evokes the idea of shuffling a deck of cards. Suppose we have
a pack of p cards and a pack of q cards and we build a pack of p+q cards, whilst
retaining the order on the two "sub-packs". The result is a (p, q)-shuffle. A
real-life shuffling consists of several repetitions of the previous operation. (p, q)-
shuffles form a subgroup of the group Sp+q of permutations of p+ q elements.
The reverse of shuffling two decks of cards is what is called an "unshuffle".
Definition C.1.1 (Unshuffles). Let be k1, ..k` positive integers summing up to
the integer n. Consider the group of permutation of n-elements Sn. The group
of (k1, . . . , k`)-unshuffles is the subgroup of Sn defined as follows:

unsh(k1,k2,...,k`) :=

σ ∈ Sk1+···+k`

∣∣∣∣∣∣
σi < σi+1

∀i 6= k1, (k1 + k2), . . . , (k1 + · · ·+ k`)

 .

(C.1)

329
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Reminder C.1.2 (Cauchy representation and product of permutations). Recall
at first that any permutation σ ∈ Sk+` can be denoted by its corresponding
canonical Cauchy two-lines representation

σ =
(

1 . . . k k + 1 . . . k + `
σ1 . . . σk σk+1 . . . σk+`

)
;

(permutations are in a one-to-one correspondence with bijections on a finite
set). Recall also that the direct product of two permutations can be denoted by
the cartesian product of their canonical representation. In other terms, given

µ =
(

1 . . . k
µ1 . . . µk

)
ν =

(
1 . . . `
ν1 . . . ν`

)
one has

µ× ν =
(

1 . . . k k + 1 . . . k + `
µ1 . . . µk ν1 . . . ν`

)
.

Remark C.1.3. Observe that the group of unshuffles unsh(p,q) is a set of
representatives for the left cosets of the canonical embedding Sp × Sq ↪→ Sp+q.
In other words, for any η ∈ Sp+q exists an unique decomposition η = σ ◦ τ with
σ ∈ unsh(p,q) and τ ∈ Sp × Sq.
In simpler terms, an unshuffle σ ∈ unsh(p,q) rearrange the ordered list
(1, 2, . . . , p + q) into a list that is separately ordered in the first p and the
second q indexes.
Remark C.1.4. Recall that:

#unsh(k1,...,k`) = (k1 + k2 + · · ·+ k`)!
k1!k2! . . . k`!

since S(k1+···+k`) = Sk1 × Sk2 × . . . Sk` ◦ unsh(k1,...,k`). In particular

#unsh(k,`) = (k + `)!
k!`! =

(
k + `

k

)
(C.2)

where () denotes the Newton binomial coefficient.
Remark C.1.5. Observe that the general element σ ∈ unsh(2,n−2) can be written
as

σ = (i, j; 1, . . . , î, . . . , ĵ, . . . , n) for 1 ≤ i < j ≤ n ,

therefore |σ| = (−)i+j+1. Generalizing, any element σ ∈ unsh(k,n−k) can be
written as

σ = (i1, . . . , ik; 1, . . . , î1, . . . , îk, . . . , n) for 1 ≤ i1 < i2 < · · · < ik ≤ n ,
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with
|σ| = (−)i1−1(−)i2−2 . . . (−)ik−k

= (−)
∑k

j=1
ij (−)−

∑k

j=1
1 =

= (−)
∑k

j=1
ij (−)

k(k+1)
2 .

Remark C.1.6 (Decomposition of unshuffles). Recall that when a generic (k, `)-
unshuffle acts on a list of elements (1, 2, . . . , k + `), in the resulting list the
element 1 can only appear in the first entry or at entry (k + 1). This is due
to the fact that index 1 is the minimum in the total order (1, . . . , k + `) then,
according to the definition of the group unsh(k,`), it can only occur as the first
element in the first batch of k elements or the first in the second batch of `
elements.
According to that, one can see that the group of (k, `)-unshuffles is the union of
two subsets unsh(k,`) = X ∪ Y where

X = {1× σ̃ | σ̃ ∈ unsh(k−1,`)}

is the subgroup that keeps fixed the first index (i.e. σ1 = 1), and

Y =
{

(ς(k+1) × 1`−1) ◦ (1× σ̃)
∣∣ σ̃ ∈ unsh(k,`−1)

}
is the subset that keeps the first index in the k + 1 entry (i.e σk+1 = 1). Note
that ς(k+1) is the cyclic permutation of the first k + 1 elements that takes in
account the final position of the first index. Alternatively, elements in Y can be
expressed as

(ς(k+1) × 1`−1) ◦ (1× σ̃) = (1k × ς−1
(`) ) ◦ (σ̃ × 1) ◦ (ς(k+`))

where σ̃ ∈ unsh(k,`−1). Here the first cyclic permutation is responsible for
putting index 1 in the last position and the second one is an inverse cyclic
permutation of the last ` indices and is responsible of putting 1 in position
k + 1.

In defining the notion of L∞-morphismss in the multibrackets presentation one
also has to deal with the following subgroup of the unshuffles:

Definition C.1.7 (Ordered unshuffles). Let be k1 ≤ k2 · · · ≤ k` non-zero
integers summing up to the integer n. The group of (k1, . . . , k`) ordered
unshuffles is the subgroup of unsh(k1,...,k`) defined as follows:

unsh<(k1,...,k`) =
{
σ ∈ unsh(k1,k2,...,k`)

∣∣∣∣ σ(k1 + · · ·+ kj−1 + 1) < σ(k1 + · · ·+ kj + 1)
∀j s.t. kj−1 = kj

}
.
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When working with unshuffles is useful to introduce also the so-called Cyclic
permutations

Definition C.1.8 (Cyclic permutation). We call cyclic permutation (of
n elements) the permutation ς(n) ∈ Sn given by the following Cauchy
representation

ς(n) =
(

1 2 . . . n− 1 n
2 3 . . . n 1

)
.

We omit the subscript (n) when there is no ambiguity on the number of elements
that are cyclically permuted. We denote with ςk the consecutive application of
the cyclic permutation k-times.
Remark C.1.9. Observe that an unshuffle σ ∈ unsh(k,`) is a permutation that
preserves the order of the first k and the last ` elements, then ςk ◦ σ is a
permutation which preserves the order of the first ` and the last k elements. In
other words: {

ςk ◦ σ
∣∣∣ σ ∈ unsh(k,`)

}
= unsh(`,k) .

C.2 Permutators on the unshuffles

In section A.2.2 has been introduced the action of the permutation group on
graded tensor spaces (tensor product of a given vector space with itself several
times).
The main subtlety with respect to ordinary vector space comes from the Koszul
signs convention embedded in the graded braiding operator.

More precisely, fixed a graded vector space L and given σ ∈ Sn, one can define
two linear operator: the even representation of σ:

Bσ : L⊗n L⊗n

v1 ⊗ v2 ⊗ · · · ⊗ vn ε(σ, vi)vσ1 ⊗ vσ2 ⊗ · · · ⊗ vσn
,

where ε(σ, vi) is the Koszul sign (produced by the permutation of homogeneous
graded elements), and the odd representation of σ

Pσ : L⊗n L⊗n

v1 ⊗ v2 ⊗ · · · ⊗ vn χ(σ, vi)vσ1 ⊗ vσ2 ⊗ · · · ⊗ vσn
,

where χ(σ, vi) = (−)σε(σ, vi). Clearly one has that Pσ = (−)σBσ.

Being the previous mappings two bona fide actions of the permutations group
on L⊗n, they also satisfy the following property:

Bσ ◦B′σ = Bσ◦σ′
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Considering a subset of the permutation group Ω ⊂ Sn, one can define the
permutator operators:

Definition C.2.1 ((even,odd) Permutator of Ω ⊂ Sn). We call even (odd)
permutator of Ω ⊂ Sn the linear operator

BΩ =
∑
σ∈Ω

Bσ (PΩ =
∑
σ∈Ω

(−)σBσ)

The even (resp. odd) permutator corresponding to the complete cyclic group
Ω = Sn takes the special name of simmetrizator, denoted as Sn in definition
A.2.40 (resp. skew-simmetrizator and denoted by An). The reason for such a
naming comes from the fact that precomposing a multilinear operator with a
(skew)-symmetrizator yields a graded (skew)-symmetric operator. Note also
that, for any given multilinear operator H and any permutation σ one has

H ◦Bσ =
{
H if H is graded symmetric
(−)σH if H is graded skew-symmetric

and in particular, given any subset Ω < Sn and H graded symmetric, one has
H ◦BΩ = (#Ω)H.

In what concerns L∞-algebras, one has mainly to deal with the following
three permutators (corresponding to the permutation subgroups introduced in
subsection C.1):

Definition C.2.2 (Unshuffles permutator (Unshuffleator)). We call even (odd)
unshuffleator the permutator

Bk1,k2,...,k` := Bunsh(k1,k2,...,k`)
(Pk1,k2,...,k` = Punsh(k1,k2,...,k`)

)

pertaining to the subgroup of unshuffles (see definition C.1.1).

Remark C.2.3. Remark C.1.3 can be recast in terms of unshuffleators into the
following equation

Sn = `!(n− `)!
n! S` ⊗Sn−` ◦Bn,n−` . (C.3)

Definition C.2.4 (Ordered unshuffleator). We call even (odd) ordered
unshuffleator the permutator

B<k1,k2,...,k`
:= Bunsh<(k1,k2,...,k`)

(P<k1,k2,...,k`
= Punsh<(k1,k2,...,k`)

)

pertaining to the subgroup of ordered unshuffles (see definition C.1.7). Recall
in particular that k1 ≤ k2 · · · ≤ k`.
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Remark C.2.5. Observe that when ` = 2 and k1 = k2 = k one has

B<k,k = 1⊗Bk−1,k

and in particular
B<1, . . . , 1︸ ︷︷ ︸

j times

,k
= Bj,k .

Definition C.2.6 (Cyclic permutator). We call even cyclic permutator the
permutator

C(n) = Bς(n)

pertaining to the cyclic permutation of n elements (see definition C.1.8). We
denote as C̃(n) = Pς(n) the corresponding odd permutator.
Remark C.2.7 (The Koszul sign of the cyclyc permutator). The cyclic
permutation can be obtained by the consecutive application of n− 1 contiguous
swaps. Namely

C(n) = Bn↔n−1 ◦Bn−1↔n−2 . . . B2↔1 ,

where Bn+1↔ denotes the permutation swapping the n-the element with its
immediate successor. Therefore (−)|ς| = (−)n−1. When evaluated, Cn yields
the following expressions:

C(n)(v1, . . . , vn) = (−)|v1|(
∑n

i=2
|vi|)v2 ⊗ . . . vn ⊗ v1 ,

C−1
(n)(v1, . . . , vn) = (−)|vn|(

∑n−1
i=1
|vi|)vn ⊗ v1 ⊗ · · · ⊗ vn−1 .

Hence

ε(ς, vi) = (−)|v1|(
∑n

i=2
|vi|) ,

χ(ς, vi) = (−)n−1(−)|v1|(
∑n

i=2
|vi|) .

Note also that from the very definition of cyclic permutation one has that
C−`(k+`) = Ck

(k+`).

Lemma C.2.8 (Properties of unshuffleators). Consider the even representation
of the group of permutations, the following equations holds

Bk,`,m = Bk,` ⊗ 1m ◦Bk+`,m (C.4)

B`,k = Ck
(k+`) ◦Bk,` (C.5)

Bk,` = 1⊗Bk−1,` + (1k ⊗C−1
(`)) ◦ (Bk,`−1 ⊗ 1) ◦ (C(k+`)) (C.6)

The same equations also hold for the odd representation replacing Bσ with Pσ.
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Proof. The statement follows from the properties of the group of unshuffles.

• Equation (C.4) follows from the observation that a permutation σ ∈
unsh(k,`,m), being a permutation which preserves the order of the first
k, the second ` and the last m elements, can be decomposed as σ =
(α⊗ 1m) ◦ β with α ∈ unsh(k,`) and β ∈ unsh(k+`,m).

• Equation (C.5) follows from remark C.1.9

• Equation (C.6) follows from remark C.1.6.

Example C.2.9. Equation (C.6) could be better understood through examples.
Inspecting the action of the unshuffleator on vectors v1, v2, . . . , denoted simply
as 1, 2, . . . , one gets

B2,2(1, 2, 3, 4) =[+(1, 2; 3, 4)− (1, 3; 2, 4) + (1, 4; 2, 3)]+

[+(3, 4; 1, 2)− (2, 4; 1, 3) + (2, 3; 1, 4)] =

=(1)⊗ P1,2(2, 3, 4)− (12 ⊗C2) ◦ P2,1(2, 3, 4)⊗ (1)

=1⊗ P1,2(1, 2, 3, 4)− (12 ⊗C2) ◦ P2,1 ⊗ 1(2, 3, 4, 1)

=1⊗ P1,2(1, 2, 3, 4) + (12 ⊗C(2)) ◦ P2,1 ⊗ 1 ◦C(4)(1, 2, 3, 4) ;

B2,3(1, 2, 3, 4, 5) =[+(1, 2; 3, 4, 5)− (1, 3; 2, 4, 5) + (1, 4; 2, 3, 5)− (1, 5; 2, 3, 4)]+

[+(2, 3; 1, 4, 5)− (2, 4; 1, 3, 5) + (2, 5; 1, 3, 4)+

+ (3, 4; 1, 2, 5)− (3, 5; 1, 2, 4) + (4, 5; 1, 2, 3)] .

C.3 Explicit expressions for the associators of the
Nijenhuis−Richardson products

We focus now on the actions of the previous permutations on the tensor products
of homogeneous multilinear maps. In this section we deliver an explicit proof of
the pre-Lie property of Nijenhuis–Richardson products (see propositions B.1.27
and B.1.32).
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Lemma C.3.1. Given any homogeneous multilinear map µk : L⊗k → L, one
has

C−1
(`+1) ◦ (1` ⊗ µk) ◦Ck

(`+k) = µk ⊗ 1`
and

C̃
−1
(`+1) ◦ (1` ⊗ µk) ◦ C̃k

(`+k) = (−)`(k+1)µk ⊗ 1`

Proof. By inspection, let us denote as 1, . . . , i, . . . the graded vectors
v1, . . . , vi, . . . . From the definitions of cyclic permutator, one has that

C(`+k)(1, . . . , k, k + 1, . . . , k + `) =

= (−)|1|·(|2|+···+|k+`|)(2, . . . , k, k + 1, . . . , k + `, 1) .

Iterating, one gets

C2
(`+k)(1, . . . , k, k + 1, . . . , k + `) =

= (−)|1|·(|2|+···+|k+`|)

(−)|2|·(|1|+|3|+···+|k+`|)(3, . . . , k, k + 1, . . . , k + `, 1, 2)

and

Ck
(`+k)(1, . . . , k, k + 1, . . . , k + `) =

= (−)|1|·(|2|+···+|k+`|)

(−)|2|·(|1|+|3|+···+|k+`|)

...

(−)|k|·(|k+1|+···+|k+`|+|1|+···+|k−1|)(k + 1, . . . , k + `, 1, . . . , k) =

= (−)|1|·(|k+1|+···+|k+`|)(−)|1|·(|2|+···+|k|)

(−)|2|·(|k+1|+···+|k+`|)(−)|2|·(|1|+|3|+···+|k|)

...

(−)|k|·(|k+1|+···+|k+`|)(−)|k|·(|1|+···+|k−1|)(k + 1, . . . , k + `, 1, . . . , k) =

= (−)(|k+1|+···+|k+`|)(|1|+···+|k|)(k + 1, . . . , k + `, 1, . . . , k) .
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Recall that the Koszul sign convention implies

(1` ⊗ µk)(k + 1, . . . , k + `, 1, . . . , k) =

= (−)|µk|(|k+1|+···+|k+`|)(k + 1, . . . , k + `, µk(1, . . . , k)) ,

therefore

C−1
`+1(k + 1, . . . , k + `, µk(1, . . . , k)) =

= (−)|µk(1,...,k)|·(|k+1|+···+|k+`|)(µk(1, . . . , k), k + 1, . . . , k + `) =

= (−)(|µk|+|1|+···+|k|)·(|k+1|+···+|k+`|) · (µk ⊗ 1`) (1, . . . , k, k + 1, . . . , k + `) .

Composing all the previous steps we get(
C−1
`+1 ◦(1` ⊗ µk) ◦Ck

`+k

)
(1, . . . , k + `) =

= (((((
(((

((
(−)|µk|(|k+1|+···+|k+`|)

((((
((((

(((
((

(−)(|1|+···+|k|)(|k+1|+···+|k+`|)

((((
(((

(((
(−)|µk|(|k+1|+···+|k+`|)

((((
(((

((((
((

(−)(|1|+···+|k|)(|k+1|+···+|k+`|)

µk ⊗ 1`(1, . . . , k, k + 1, . . . , k + `)

which yields the first equation. The extra sign in the second equation follows
from noting that C̃n = (−)n−1 Cn (see remark C.2.7).

Out of the cyclic permutator one can express a commutation rule involving the
tensor product of multilinear maps:

Corollary C.3.2. Given any two homogeneous multilinear maps µk : L⊗k → L
and η` : L⊗` → L, one has

C(2) ◦ (µk ⊗ η`) ◦Ck
(k+`) = (−)|η`||µk| (η` ⊗ µk)

C̃(2) ◦ (µk ⊗ η`) ◦ C̃
k

(k+`) = (−)k`+1(−)|η`||µk| (η` ⊗ µk)
.
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Proof. Employing the previous lemma twice, one gets the first equation easily

C(2) ◦(µk ⊗ η`) ◦C`
(`+k) = C(2) ◦(µk ⊗ 1) ◦ (1k ⊗ η`) ◦C`

(`+k) =

= (1⊗ µk) ◦(((((
(((Ck

(k+1) ◦C(k+1) ◦(η` ⊗ 1k) =

= (−)|µk||η`|η` ⊗ µk ,

where the last sign comes again from the Koszul convention on homogeneous
maps, see equation 1.7.
Regarding the second equation, one has only to note that

C̃(2) ◦ (µk ⊗ η`) ◦ C̃
k

(k+`) = −(−)(k+`+1)kC(2) ◦ (µk ⊗ η`) ◦Ck
(k+`) .

Lemma C.3.3.

(Bm,k)◦(µn ⊗ 1m+k−1) ◦ (Bn,m+k−1) =

= (µn ⊗ 1m+k−1) ◦ (Bn,m−1,k) + (1m ⊗ µn ⊗ 1k−1) ◦ (Bm,n,k−1) ;

(Pm,k)◦(µn ⊗ 1m+k−1) ◦ (Pn,m+k−1) =

= (µn ⊗ 1m+k−1) ◦ (Pn,m−1,k) + (−)m(n+1) (1m ⊗ µn ⊗ 1k−1) ◦ (Pm,n,k−1) .

Proof. Applying equation (C.6) to Bm,k, one can write

(Bm,k)◦(µn ⊗ 1m+k−1) ◦ (Bn,m+k−1) =

= + (µn ⊗Bm−1,k) ◦ (Bn,m+k−1)+

+
[
(1m ⊗C−1

(k)) ◦ (Bm,k−1 ⊗ 1) ◦C(m+k)

]
◦ (µn ⊗ 1m+k−1) ◦ (Bn,m+k−1) =

= X + Y .

From equation (C.4), the first summand yields:

X = (µn ⊗ 1m+k−1) ◦ (Bn,m−1,k) ;

the second summand results:
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Y
asso.= (1m ⊗C−1

(k)) ◦ (Bm,k−1 ⊗ 1) ◦
[
C(m+k) ◦ (µn ⊗ 1m+k−1)

]
◦ (Bn,m+k−1) =

Lem. C.3.1= (1m ⊗C−1
(k)) ◦ (Bm,k−1 ⊗ 1) ◦

[
(1m+k−1 ⊗ µn) ◦Cn

(n+m+k−1)

]
◦ (Bn,m+k−1) =

asso.= (1m ⊗C−1
(k)) ◦ (1m+k−1 ⊗ µn) ◦ (Bm,k−1 ⊗ 1) ◦

[
Cn

(n+m+k−1) ◦(Bn,m+k−1)
]

=

Eq. (C.5)= (1m ⊗C−1
(k)) ◦ (1m+k−1 ⊗ µn) ◦ (Bm,k−1 ⊗ 1) ◦ (Bm+k−1,n) =

Eq. (C.4)= (1m ⊗C−1
(k)) ◦ (1m+k−1 ⊗ µn) ◦ (Bm,k−1,n) =

asso.=
[
1m ⊗

(
C−1

(k) ◦ (1k−1 ⊗ µn)
)]
◦ (Bm,k−1,n) =

Lem. C.3.1= (1m ⊗ µn ⊗ 1k−1) ◦ (1m ⊗C−n(n+k−1)) ◦ (Bm,k−1,n) =

Eq. (C.5)= (1m ⊗ µn ⊗ 1k−1) ◦ (Bm,n,k−1) .

Similarly, applying equation (C.6) to Pm,k, one can write

(Pm,k)◦(µn ⊗ 1m+k−1) ◦ (Pn,m+k−1) =

= + (µn ⊗ Pm−1,k) ◦ (Pn,m+k−1)+

+
[
(1m ⊗ C̃

−1
(k)) ◦ (Pm,k−1 ⊗ 1) ◦ C̃(m+k)

]
◦ (µn ⊗ 1m+k−1) ◦ (Pn,m+k−1) =

= X + Y .

From equation (C.4), the first summand yields:

X = (µn ⊗ 1m+k−1) ◦ (Pn,m−1,k) ;
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the second summand results:

Y
asso.= (1m ⊗ C̃

−1
(k)) ◦ (Pm,k−1 ⊗ 1) ◦

[
C̃(m+k) ◦ (µn ⊗ 1m+k−1)

]
◦ (Pn,m+k−1) =

Lem. C.3.1= (1m ⊗ C̃
−1
(k)) ◦ (Pm,k−1 ⊗ 1)◦[

(−)(m+k−1)(n+1) ◦ (1m+k−1 ⊗ µn) ◦ C̃n

(n+m+k−1)

]
◦ (Pn,m+k−1) =

asso.= (−)(m+k−1)(n+1) (1m ⊗ C̃
−1
(k)) ◦ (1m+k−1 ⊗ µn) ◦ (Pm,k−1 ⊗ 1)◦

◦
[
C̃
n

(n+m+k−1) ◦ (Pn,m+k−1)
]

=

Eq. (C.5)= (−)(m+k−1)(n+1) (1m ⊗ C̃
−1
(k)) ◦ (1m+k−1 ⊗ µn) ◦ (Pm,k−1 ⊗ 1)◦

◦ (Pm+k−1,n) =

Eq. (C.4)= (−)(m+k−1)(n+1) (1m ⊗ C̃
−1
(k)) ◦ (1m+k−1 ⊗ µn) ◦ (Pm,k−1,n) =

asso.= (−)(m+k−1)(n+1)
[
1m ⊗

(
C̃
−1
(k) ◦ (1k−1 ⊗ µn)

)]
◦ (Pm,k−1,n) =

Lem. C.3.1= (−)(m+k−1)(n+1)+(k−1)(n+1) (1m ⊗ µn ⊗ 1k−1) ◦

◦ (1m ⊗ C̃
−n
(n+k−1)) ◦ (Pm,k−1,n) =

Eq. (C.5)= (−)m(n+1) (1m ⊗ µn ⊗ 1k−1) ◦ (Pm,n,k−1) .

We are now ready to compute the associator of the products J and C defined in
section B.1.2.

Proposition C.3.4 (Explicit associator of J and C). Given any three multilinear
operators µ`, µm, µn ∈ M(V ) the corresponding associators with respect to J
and C result:

α(J;µ`, µm, µn) = µ` ◦ [((µm ⊗ µn) ◦Bm,n)⊗ 1`−2] ◦Bm+n,`−2 (C.7)

α(C;µ`, µm, µn) = (−)sµ` ◦ [((µm ⊗ µn) ◦ Pm,n)⊗ 1`−2] ◦ Pm+n,`−2 , (C.8)
where the sign prefactor is given by:

(−)s = (−)|µn|(m+`)+(|µm|(`−1)+m(n+1)
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Proof. By definition, the associator reads as follows:

α(J;µ`, µm, µn) : = (µ` Jµm)Jµn − µ` J(µm Jµn) .

The second term on the right-hand side results:

µ` J(µm Jµn) = µ` J (µm ◦ (µn ⊗ 1m−1) ◦Bn,m−1) =

= µ` ◦ [(µm ◦ (µn ⊗ 1m−1) ◦Bn,m−1)⊗ 1`−1] ◦Bm+n−1,`−1 =

= (µ`) ◦ (µm ⊗ 1`−1) ◦ (µn ⊗ 1m+`−2) ◦ (Bn,m−1 ⊗ 1`−1) ◦Bm+n−1,`−1 =

= (µ`) ◦ (µm ⊗ 1`−1) ◦ (µn ⊗ 1m+`−2) ◦Bn,m−1,`−1 .

The first term results

(µ` Jµm)Jµn = (µ` ◦ (µm ⊗ 1`−1) ◦Bm,`−1)Jµn =

= (µ` ◦ (µm ⊗ 1`−1) ◦Bm,`−1) ◦ (µn ⊗ 1m+`−2) ◦Bn,m+`−2 =

= (µ`) ◦ (µm ⊗ 1`−1) ◦
[
(Bm,`−1) ◦ (µn ⊗ 1m+`−2) ◦ (Bn,m+`−2)

]
=

Lem. C.3.3= + (µ`) ◦ (µm ⊗ 1`−1) ◦ (µn ⊗ 1m+`−2) ◦Bn,m−1,`−1+

s · (µm ⊗ 1`−1) ◦ (1m ⊗ µn ⊗ 1`−2) ◦ (Bm,n,`−2) =

= + µ` J(µm Jµn)+

+ s · (µm ⊗ 1`−1) ◦ (1m ⊗ µn ⊗ 1`−2) ◦ (Bm,n,`−2) ,

where s is a numerical constant equal to one. Therefore

α(J;µ`,µm, µn) = s · (µm ⊗ 1`−1) ◦ (1m ⊗ µn ⊗ 1`−2) ◦ (Bm,n,`−2) =
Eq. (C.4)= s · (µ`) ◦ (µm ⊗ µn ⊗ 1`−2) ◦ (Bm,n ⊗ 1`−2) ◦ (Bm+n,`−2) =

= s · (µ`) ◦ [((µm ⊗ µn) ◦Bm,n)⊗ 1`−2] ◦ (Bm+n,`−2) .

The odd case is simply obtained substituting Bk,` with Pk,`, s with the
sign (−)m(n+1) given by lemma C.3.3 and remembering that the definition
of skewsymmetric Gerstenhaber takes an extra sign. Namely:

(µ` Cµm)Cµn = (−)s µ` ◦ [µm ◦ (µn ⊗ 1m−1) ◦ Pn,m−1]⊗ 1`−1) ◦Pm+n−1,`−1 ,

where
s = |µn|(m+ `− 2) + (|µm|(`− 1) .
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Proposition C.3.5 (Pre-Lie property of J and C). Given any three multilinear
operators µ`, µm, µn ∈M(V ), the corresponding associators satisfy the following
symmetry properties in the last two entries:

α(J;µ`, µm, µn) = (−)|µm||µn|α(J;µ`, µn, µm) ; (C.9)

α(C;µ`, µm, µn) = (−)(|µn|+n−1)(|µm|+m−1)α(C;µ`, µn, µm) . (C.10)

Proof. Plugging the result of corollary C.3.2 inside equation (C.7) yields

α(µ`, µm, µn) =

= µ` ◦ [((µm ⊗ µn) ◦Bm,n)⊗ 1`−2] ◦ Pm+n,`−2 =

Cor. C.3.2= (−)|µm||µn|µ` ◦
[(

C(2) ◦ (µm ⊗ µn) ◦Cn
(m+n)Bm,n

)
⊗ 1`−2

]
◦ Pm+n,`−2 =

= (−)|µm||µn|µ` ◦ [((µn ⊗ µm) ◦Bn,m)⊗ 1`−2] ◦ Pm+n,`−2 =

= (−)|µm||µn|α(µ`, µn, µm) .

Plugging the same corollary in equation (C.8) yields extra signs:

α(µ`, µm, µn) =

= (−)s µ` ◦ [((µm ⊗ µn) ◦ Pm,n)⊗ 1`−2] ◦ Pm+n,`−2 =

Cor. C.3.2= (−)s+t µ` ◦
[(

C̃(2) ◦ (µn ⊗ µm) ◦ C̃n

(m+n) ◦ Pm,n
)
⊗ 1`−2

]
◦ Pm+n,`−2 =

= (−)s+t µ` ◦ [((µn ⊗ µm) ◦ Pn,m)⊗ 1`−2] ◦ Pm+n,`−2 =

= (−)s+t+s
′
α(µ`, µn, µm) ,

where s and s′ are the signs contained in the explicit expression of the associators
(see proposition C.3.4):

s =|µn|(m+ `) + (|µm|(`− 1) +m(n+ 1) ,

s′ =|µm|(n+ `) + (|µn|(`− 1) + n(m+ 1) ,

and t is the sign coming from corollary C.3.2:

t = mn+ 1 + |µm||µn| .

Computing s+s′+t mod 2 gives the exponent contained in equation (C.10).



Appendix D

Graded pre-Lie algebras

This appendix contains some definitions and basic properties of other algebraic
structures mentioned in this work. In particular, we talk about differential
graded Lie algebras (DGLA) and pre-Lie algebras. We do not aim to give a
comprehensive account; the general idea is to lay the foundations for a later
reference in the thesis’s body.

D.1 Differential graded Lie algebras

L∞-algebras are a generalization of differential graded Lie algebra (DGLA). Let
us record some basic definitions:

Definition D.1.1 (Lie algebra). A Lie algebra is a vector space g ∈ V ect
equipped with a bilinear skew-symmetric map [·, ·] : g ∧ g→ g which satisfies
the Jacobi identity:

[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0 ∀x, y, z ∈ g .

343
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The whole definition could be subsumed by the following diagram1 in the
category of vector spaces:

∧3g

∧2g

0 g
[·,
·]C

[·,
·]

[·,·]⊗1 ◦P2,1

[·,·]

(D.1)

Reading the above diagram in the category V ectZ of graded vector spaces one
gets the notion of graded Lie algebra:

Definition D.1.2 (Graded Lie algebra (GLA)). A graded Lie algebra is a
graded vector space L ∈ V ectZ equipped with a bilinear graded skew-symmetric
degree 0 homogeneous map [·, ·] : L ∧ L→ L which satisfies the (graded) Jacobi
identity:

(−)|x||z|[x, [y, z]] + (−)|z||y|[z, [x, y]] + (−)|y||x|[y, [z, x]] = 0 ∀x, y, z ∈ L .
(D.2)

Remark D.1.3 (Any associative algebra determines a Lie algebra). Given a
graded associative algebra (A, •). Consider the graded commutator [·, ·]• defined
on homogeneous elements as

[x, y]• = x • y − (−)|x||y|y • x

(see definition D.2.2 below). The pair (A, [·, ·]•) is a GLA.
Observe furthermore that the commutator of an associative graded algebra acts
as a graded derivation (see definition B.2.1). Namely, for any fixed homogeneous
elements x, y, z ∈ A, the following equation holds

[x, y • z]• = [x, y]• • z + (−)|x||y|y • [x, z]• .

In other terms, for any given x ∈ A, the unary operator [x, ·]• is a degree |x|
derivation from the graded algebra A into itself.

If one reads diagram (D.1) in the category of graded differential vector spaces,
i.e. cochain complexes (see section 1.1.2), one gets the notion of differential
graded Lie algebra:

1The notion of Lie algebra may be formulated internalLY to any symmetric monoidal
linear category. We do not insist here in this direction, see [na20m] for the general idea.
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Definition D.1.4 (Differential Graded Lie Algebra (DGLA)). A differential
graded Lie algebra (DGLA) is a graded vector space L ∈ V ectZ equipped with
a bilinear graded skew-symmetric degree 0 homogeneous map [·, ·] : L ∧ L→ L
and with a unary degree 1 homogeneous map d such that

• d is a coboundary, i.e. d ◦ d = 0;

• [·, ·] satisfies the graded Jacobi equation (D.2);

• d and [·, ·] are compatible in the sense of the Liebniz rule2

d[x, y] = [dx, y] + (−1)|x|[x, dy] .

The three conditions defining a DGLA are subsumed by the following
commutative diagram in the category of graded vector spaces

∧3g

∧2g ∧2g[1]

0 g g[1] g[2]

[·,
·]C

[·,
·]

[·,·]⊗1 ◦P2,1

[·,·]

d⊗1+ 1⊗d

[·,·][1]

d

0

d[1]

(D.3)

Remark D.1.5 (Any GLA determines (several) DGLAs). Consider a GLA
(L, [·, ·]). Let be x ∈ L1 a degree 1 homogeneous element that commutes with
itself:

[x, x] = 0
(notice that we are in the graded setting, hence the above equation is not
automatic on elements in odd degree). Then, the graded Jacobi identity implies
that the degree 1 homogeneous map [x, ·] is a derivation on (L, [·, ·]) and is
2-nilpotent. In other terms [x, ·] is a coboundary operator which satisfies the
Liebniz equation, hence (L, [·, ·], [x, ·]) is a DGLA.
This idea is one of the fundamental concepts underlying the so-called deformation
theory (see [DMZ07] for some introductory lecture notes).

The special elements introduced in remark D.1.5 are subcases of a more general
class:

2d is a degree 1 derivation from the non-associative anticommutative graded algebra
(A, [·, ·]) into itself.
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Definition D.1.6 (Maurer-Cartan elements). Let be L = (L, d, [·, ·]) a DGLA.
We call Maurer-Cartan elements of L the set of degree 1 elements satisfying
the Maurer-Cartan equation:

MC(L) :=
{
x ∈ L1

∣∣∣∣ dx+ 1
2[x, x] = 0

}
Remark D.1.7 (Maurer-Cartan elements in a L∞-algebra). Notice that the
Maurer-Cartan equation can be formally extended to any (curved) L∞-algebra
(L, {µk}k≥0) as follows:

∞∑
k=0

1
k!µk(x, . . . x) = 0 .

In this case, however, it is essential to pay extra attention to the convergence
conditions of the infinite series.

D.2 Graded pre-Lie algebras

Given any associative algebra, it is a standard result (see remark D.1.3) that the
corresponding commutator yields a Lie algebra structure. Roughly speaking,
a pre-Lie algebra is a non-associative algebra determining a Lie structure in a
similar fashion. One of the early adopters of this concept was Gerstenhaber
(see [Ger63]) see also [Man11a] for a survey.

Consider a non-associative (non-commutative) graded R-algebra (X,C), we
introduce the following auxiliary operators:

Definition D.2.1 (Associator). Given a (not necessarily associative) graded
algebra (X,C) we call associator the graded tri-linear graded morphism

α(C ; ·, ·, ·) : X⊗3 → X

defined on arbitrary homogeneous elements x, y, z ∈ X as

α(C ;x, y, z) := (xC y)C z − xC(y C z) .

One can construct a graded skew-symmetric binary bracket out of any graded
algebra:

Definition D.2.2 ((Graded) Commutator). Given a (not necessarily associa-
tive) graded algebra (X,C), we call commutator the graded skew-symmetric
bi-linear graded morphism

[·, ·]C : X∧2 → X
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defined on arbitrary homogeneous elements x, y ∈ X as

[x, y]C := (xC y)− (−)|x||y|(y Cx) .

The role of the associator is to measure the failing of the associativity of the
product C. When (X,C) is associative α is automatically zero. In the case that
α satisfy certain symmetry properties one talks about pre-Lie algebras:

Definition D.2.3 (Left pre-Lie Algebra).
A non-associative graded algebra (X,C)
is said to be a left pre-Lie algebra if
the corresponding associator is graded
symmetric in the two leftmost entries; i.e.
, for any x, y, z ∈ X, one has:

α(C;x, y, z) = (−)|x||y|α(C; y, x, z) .

Definition D.2.4 (Right pre-Lie Algebra).
A non-associative graded algebra (X,C)
is said to be a right pre-Lie algebra if
the corresponding associator is graded
symmetric in the two rightmost entries;
i.e. , for any x, y, z ∈ X, one has:

α(C;x, y, z) = (−)|y||z|α(C;x, z, y) .

Notation D.2.5 (Short-hand notation). In the following we will focus on right
pre-Lie algebras and we will omit the symbol C when it is possible. The action
of the product C will be denoted by juxtaposition.

The next proposition justifies why these algebras are called pre-Lie:

Proposition D.2.6. Given a right pre-Lie (X,C), then the corresponding
graded commutator satisfies the (right) graded Jacobi equation

J(x, y, z) := (−)|x||z|[x, [y, z]] + (−)|x||y|[y, [z, x]] + (−)|y||z|[z, [x, y]] = 0 .

Proof. Expanding the definition of commutator one gets that:

[x,[y, z]] =

= x(yz)− (−)|y||z|x(zy)− (−)(|y|+|z|)|x|(yz)x+ (−)(|y|+|z|)|x|(−)|y||z|(zy)x ;

therefore:

(−)|x||z|[x, [y, z]]

= (−)|x||z|x(yz)− (−)(|x|+|y|)|z|x(zy)− (−)|y||x|(yz)x+ (−)|y|(|z|+|x|)(zy)x ;

(−)|y||x|[y, [z, x]]

= (−)|y||x|y(zx)− (−)(|y|+|z|)|x|y(xz)− (−)|z||y|(zx)y + (−)|z|(|x|+|y|)(xz)y ;
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(−)|z||y|[z, [x, y]]

= (−)|z||y|z(xy)− (−)(|z|+|x|)|y|z(yx)− (−)|x||z|(xy)z + (−)|x|(|y|+|z|)(yx)z .

Summing up all the previous terms, one gets

J(x, y, z) = + (−)|x||z|(−α(x, y, z) + (−)|z||y|α(x, z, y))+

+ (−)|y||x|(−α(y, z, x) + (−)|x||z|α(y, x, z))+

+ (−)|z||y|(−α(z, x, y) + (−)|y||x|α(z, y, z)) =

=0 .

In a pre-Lie algebra the associator measure the failure of the latter property:
Proposition D.2.7. Let be (X,C) right pre-Lie. Consider three homogeneous
elements x, y, z ∈ X. Then

[x, yz] =[x, y]z + (−)|x||y|y[x, z] + α(x, y, z) ;

[yz, x] =y[z, x] + (−)|x||z|[y, x]z − (−)|x|(|y|+|z|)α(x, y, z) .

Proof. The first claim follows by the simple expansion of the terms:

[x, yz] =x(yz)− (−)|x|(|y|+|z|)(yz)x ;

y[x, z] =y(xz)− (−)|x||z|y(zx) =

= y(xz)− (−)|x||z|(yz)x+ (−)|x||z|α(y, z, x) ;

[x, y]z =(xy)z − (−)|x||y|(yx)z =

= x(yz) + α(x, y, z)− (−)|x||y|y(xz)− (−)|x||y|α(y, x, z) .

The second claim follows from the first and from the graded commutativity of
the commutator:

[yz, x] =− (−)|x|(|y|+|z|)[x, yz] =

=− (−)|x|(|y|+|z|)([x, y]z + (−)|x||y|y[x, z] + α(x, y, z)) =

=(−)|x||z|[y, x]z + y[z, x]− (−)|x|(|y|+|z|)α(x, y, z) .
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